The relationship between the condition number, RGA and interaction in multivariable systems
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Abstract: One of the most widely used input and output controllability measure is relative gain array (RGA). RGA measures input-output interaction in multi input multi output (MIMO) systems. The other significant measure in use is the smallest singular value of frequency subordinate. The condition number is defined as the ratio between the largest and smallest singular values of a system. In this paper, the relationship of relative gain array (RGA) with condition number and interaction as well as condition number in relation to interaction will be investigated respectively. The results indicate that the parameters under investigation are not always correlated, that is, the two-way relationship is not established between them all the time.
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1. Introduction

Condition number and RGA are two input–output controllability measures which often are used to determine inputs and outputs. Condition number plays an important role in the numerical linear algebra and also measures the sensitivity to the changes [1, 2]. Condition number is the ratio between the largest and smallest singular value of the system. The condition number is defined as:

$$\gamma(G) = \frac{\sigma_2(G)}{\sigma_1(G)}$$

(1)

$$\sigma_1(G) = \max \|G_u\|_2, \quad \sigma_2(G) = \min \|G_u\|_2$$

(2)

In this equation $\|r\|_2$ is indicative of usual Euclidian norm [3]. Condition number of a matrix is always bigger than or equal to 1. For example, a condition number of the unit matrix equals to 1. If a condition number of a matrix is not “too big”, it is said to be Well–Conditioned matrix. A matrix with a big condition number is said to be Ill-Conditioned matrix.

For a MIMO system with p inputs and q outputs, when the system is operated in an open-loop condition as shown in Figure 1(a), with the assumption that a change in input $\Delta u_i$ is applied and other inputs remains constant, the output of the system will be affected consequentially, and corresponding changes will be shown as $[\Delta y_1, \ldots, \Delta y_q]^T$. In this conditions, the steady-state gain between the rth input and the jth output (when $\Delta u_k = 0, \neq r$) amounts to $k_{jr} = \Delta y_j / \Delta u_r$. In the other case, as shown in Figure 1 (b) – assuming that the loop $u_r - y_j$ par is open – While all other loops are closed with a perfect controller, all output will remain unchanged. In this condition, the steady-state gain would be $l_{jr} = \Delta y_j / \Delta u_r$ (when $\Delta y_k = 0, \neq j$). The relative gain for pair the rth input and the jth output, the ratio of open loop gain to closed loop gain is defined as follows:

$$\lambda_{jr} = \frac{k_{jr}}{l_{jr}}$$

where

$$\lambda_{jr} = \frac{(\Delta y_j / \Delta u_r) \text{all loops are open}}{(\Delta y_j / \Delta u_r) \text{all loops are closed except for the } u_r - y_j \text{pair}}$$

(3)

$\lambda_{jr}$ is a parameter to measure the degree of interaction between system input $u_r$ and the system output $y_j$. And shows the ratio of the effect of input $u_r$ on output $y_j$ when all loops open to the effect when all the other loops are closed [4, 5, 6].
In 1966, Bristol [4] used the similarity between the definition of condition number and 2-norm of the RGA. However in 1985, for the first time the exact relationship between the condition number and the RGA was investigated and broached by Grosdidier et al. [5]. In 1987, the results were expanded by Morari and Skogestad [6] and also Nett and Manousiouthakis [7]. Although these results are very handy in the area of controlling, to some extent are facing constraints. In second section of this paper, the relationship between relative gain array (RGA) and condition number will be discussed. In third section, the relation between RGA and the interaction will be broached and in the fourth section the relationship between condition number and interaction with mentioning some examples will be discussed. In section five as a final section conclusion will be presented.

2. The Relationship between the Relative Gain Array (RGA) and Condition Number

To express the relationship between RGA and condition number first, it must be noticed that the RGA is scaling independent.

\[ \Lambda(G) = \Lambda(S, GS_2) \]  

(4)

Here \( S_1 \) and \( S_2 \) are diagonal “scaling” matrices. Condition number as opposed to RGA is scaling dependent. Minimized condition number was presented as a solution to the scale-dependent problem [5, 7].

\[ \gamma^*(G) = \min_{S, S_1} \gamma(S, GS_2) \]  

(5)

The relationship between relative gain matrix and condition number depends on minimized condition number and is verifiable with the help of this inequality [8].

\[ \gamma(G) \geq \gamma^*(G) \geq \|\Lambda\|_{\infty} - \frac{1}{\gamma^*(G)} \geq \|\Lambda\|_{1}^{-1} \]  

(6)

And “m-norm” is defined as below:

\[ \|\Lambda(G)\|_{m} = \max \{\|\Lambda(G)\|_{1}, \|\Lambda(G)\|_{\infty}\} \]  

(7)

Inequality (6) shows that: the large RGA elements always imply a large value of minimized condition number. This inequality also indicates that a system with large RGA elements is always ill-condition (big condition number) system. Since the ill-condition system, in the general case, has difficulty in controlling, then the system with large RGA elements are also experiencing controlling difficulties. Noticing this point is essential that a system could be ill-condition, even if all the elements of its RGA be small.

Example 1:

\[ G = \begin{bmatrix} 1 & -0.01 \\ 1 & 0.01 \end{bmatrix} \]

\[ \gamma(G) = 100, \quad \gamma^*(G) = 1, \quad \|\Lambda\|_{m} = 2. \]

In this system, inequality (6) is satisfied. And the matrix is ill-condition but the RGA elements are not large.

For a 2×2 matrix [5, 10]:

\[ \gamma'(G) = \|\Lambda(G)\|_{1} + \sqrt{\|\Lambda(G)\|_{1}^2 - 1} \]  

(8)

Where the 1-norm of the RGA is defined as:

\[ \|\Lambda(G)\|_{1} = \max_{i} \sum_{j} |\lambda_{ij}| \]

(9)

\[ \|\Lambda(G)\|_{1} \] is the induced 1-norm (maximum column sum) of the RGA-matrix of G. The value \( \|\Lambda(G)\|_{\text{sum}} \) and \( \gamma^*(G) \) are always close to each other (especially when they are large).

\[ \|\Lambda(G)\|_{\text{sum}} = \sum_{i} |\lambda_{i}| \]  

(10)

\[ \|\Lambda(G)\|_{\text{sum}} - \frac{1}{\gamma^*(G)} \leq \gamma^*(G) \leq \|\Lambda(G)\|_{\text{sum}} \]  

(11)

For a real 3×3 matrix [9]:

\[ \gamma'(G) + \frac{1}{\gamma'(G)} = \|\Lambda(G)\|_{1} \]

(12)

For a (complex) matrix of any size [10, 7]:

\[ \gamma'(G) + \frac{1}{\gamma'(G)} \geq \|\Lambda(G)\|_{1} \]

(13)

3. The Relationship between the Relative Gain Array (RGA) and Interaction in Multivariable Systems

The most important issue in the design of multivariable control systems is interaction. Interaction disrupts the Closed-loop performance by turbulence between different loops. In decentralized control of multivariable systems, each system output is controlled by one and only one single system input. To control a certain output, such as \( y_1 \), it is important to find a corresponding input, like \( u_j \), having the most effect on \( y_1 \) and meanwhile the control loop taking least impact from the rest of other loops. Most commonly used item in the determination of input-output pairs is relative gain array (RGA). Although there exist many methods for evaluating the
interaction between multivariable systems, but RGA have many applications in this field yet. To solve the problem of input-output pairing, it is essential to notice some points. It is better to select pairs that their corresponding RGA elements are close to the unit, And to avoid using large or negative RGA elements for input-output pairing [10].

The property of the interaction effect of this multivariable system can be indicated by the value of RGA-element [11, 12]. Plants with large RGA-elements are always ill-conditioned. The large RGA-elements indicate strong interactions. But it does not mean that the plant with small RGA-elements is non interactive.

The RGA-number for a diagonal pairing is defined as:

\[
\text{RGA-number} = \| \Lambda(G) - I \|_{\infty}
\]

(14)

The RGA can be used to measure diagonal dominance, by the RGA-number. The lower the RGA-number, the more preferred is the control structure and interactions effect in the system is less. But for 4×4 plants or larger, a small RGA number does not guarantee diagonal dominance. The RGA of a One-way interactive (triangular) plant is always the identity matrix or equivalently the RGA number is zero. Therefore the RGA or RGA-number provides a measure of two-way interaction. Example 2 shows the two-way interaction. The RGA only measures two-way interaction, whereas the performance relative gain array (PRGA) also measures one-way interaction. The PRGA is defined as below:

\[
\Gamma(s) \triangleq \sum G(s) G^{-1}(s)
\]

(15)

Where \( G \) (equal to \( \text{diag}\{g_{ii}\} \)) is the block diagonal System. The diagonal elements of the PRGA matrix are equal to the diagonal elements of the RGA [10].

Example 2: two-way interactive plant [13].

\[
G(s) = \begin{bmatrix}
-400s + 2638 \\
(5s + 116.275s + 9125s + 20015)
\end{bmatrix},
\]

\[
G(0) = \begin{bmatrix}
-0.1242 \\
45.1569
\end{bmatrix}
\]

\[
G^{-1}(0) = \begin{bmatrix}
12.5496 \\
0.0158
\end{bmatrix}
\]

\[
\Lambda(G) = \begin{bmatrix}
0.2847 \\
0.2847
\end{bmatrix}
\]

Gershgorin bands include origin at many frequencies and as a result, interaction of the system is high. The RGA number confirms this interaction too. The smaller RGA number, the lesser the impact of interaction in the system and consequently, the more controllable the system by means single input single output controller is. Crossing frequency - the border in which interaction direction is changed - has been marked in the figure 3. To choose the input-output set, off diagonal elements are proper for low frequencies (because RGA number is smaller) and at high frequencies, the diagonal elements have better performance.

4. The Relationship between the Condition Number and Interaction in Multivariable Systems

To investigate the relationship between condition number and interaction, a few points shall be expressed first. High condition number may be made with being small the minimum single value, which is generally undesirable (or with being large the maximum single value which is not necessarily a serious problem); Or large condition number may be caused by a large minimized condition number, which is actually caused by large RGA elements, and shows fundamental problem in controlling. Large condition number indicates that the system is sensitive to uncertainty. Regarding these points, it is obvious that large condition number is not necessarily indicative of the high level of interaction in the system [14].

Example 3: ill-condition system with non interactive.

\[
G_i = \begin{bmatrix}
100 & 0 \\
0 & 1
\end{bmatrix}, \quad \gamma(G) = 100, \quad \gamma^*(G) = 1, \quad \Lambda(G) = I.
\]

In this example condition number is large and consequently, the system will be ill-condition. However, since \( G_i \) is diagonal, it has no interaction and relative gain matrix is unit matrix.

Example 4: ill-condition system with interaction.
$G_2 = \begin{bmatrix} 1 & 10 \\ 0 & 1 \end{bmatrix}$, $\gamma(G) = 101.9902$, $\Lambda(G) = I$.

$G_2$ is a system with one-way interaction. The relative gain matrix is unit matrix (since system is triangular, RGA does not show the interaction) and the condition number of the system is large.

Two above examples show that there is not always a two-way relationship between the condition number and interaction in multivariable systems [10].

5. Conclusion

In this paper the relationship between the condition number, RGA and interaction in multivariate systems has been presented. We illustrated that if the condition number of system is large, the system will be ill-condition and such a system will be difficult to control. But it does not mean that the system has high interaction, because an ill-condition system does not necessarily have large RGA elements. Being high the condition number is caused by various factors, but only in the case that it is due to large RGA elements, it could be concluded that the system has high interaction. So, if RGA elements are large, condition number of system will be high (ill-condition system) and the interaction will also be high. Also if a system has high interaction, then the system has large RGA elements and will be ill-condition.

Nomenclature

- MIMO: multi input multi output
- RGA: Relative gain array
- PRGA: performance Relative gain array
- $\gamma$: Condition number
- $\gamma^*$: minimized condition number
- $\Lambda$: Relative gain array, with elements $\lambda_{ij}$
- $\sigma(G)$: singular values of $G$
- $\|X\|$: Euclidean norm of vector
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