CFD modeling of the atmospheric boundary layer in short test section wind tunnel
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Abstract: The aim of this paper is to provide a contribution to algorithms for the numerical simulation of the atmospheric boundary layer (ABL) in short test section wind tunnel, with the lowest pressure loss possible, for large Re, similar to the high values observed in nature. Different turbulent models have been examined for their relative suitability for the atmospheric boundary layer airflow with and without the implementation of buoyancy effects with modified turbulence model constants for the atmosphere. Validation of turbulent models through comparison with wind tunnel experiments is essential for practical applications. It has been observed that the $k$-$\varepsilon$ model is most suitable tool for generation of an ABL in short-chamber wind tunnel. A comparison has been made with the available experimental data, from literature, and the predicted CFD values are very close to the corresponding experimental measurements. The simulation results show the importance of turbulence model constant ($C_{\mu}$), the non-uniform velocity and turbulence intensity profiles. Also, the significance of $y^+$ for consistent assessment is confirmed. However, it has been found that the buoyancy force makes significant change in boundary layer thickness without a major impact on computation time.
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1. Introduction

It would be possible to obtain an appropriate scale of the natural wind structure by covering a considerable length of the wind tunnel's floor with a material of suitable roughness [1,2]. However, the disadvantage of this process is that it requires a length of about 25 m to form a BL with 60 to 120 cm height, which is possible only in tunnels with a long test chamber [3]. Thus, improved techniques for reproduction of the main characteristics of natural winds, as well as the formation of the atmospheric boundary layer (ABL), are needed. These techniques will permit shorter test chambers, so that existing aeronautical tunnels could be used for atmospheric simulations of meteorological interest, with the advantage of flow control and improved data collection [4]. The several studies using the wind tunnel for simulating the characteristics and behavior of the atmosphere can be found in Refs. [5–9]. The accurate computational fluid dynamic (CFD) simulation of the ABL is becoming increasingly important. CFD is a tool which is increasingly being used to study a wide variety of processes in the ABL, where its accurate modeling is an imperative precondition in computational wind engineering. The application of CFD to study atmospheric dispersion processes in the lower part of the ABL has become an important research subject. Validation is an essential aspect of this research and several comparative studies between CFD and wind tunnel or field measurements have been performed, e.g. [10–13]. In all of these publications, the intermittent nature of the dispersion process in the wind tunnel and field measurements as opposed to the Reynolds Averaged Navier-Stokes (RANS) solution of the CFD simulations is indicated as a reason for the observed discrepancies. These discrepancies could be reported as inaccuracies in the boundary conditions for the flow or the pollutant source and the underestimation of the turbulence kinetic energy [14,15]. The standard $k$-$\varepsilon$ turbulence model, widely employed in the simulation of the ABL due to the availability of appropriate boundary conditions and meteorological data [16–21], will serve as the starting point in investigating of the ABL under the influence of surface heat flux. The re-normalization group (RNG) $k$-$\varepsilon$ model which...
renormalizes the Navier-Stokes equations to account for small-scale turbulence [22]. While the realizable $k-\varepsilon$ model contains a new transport equation for the turbulent kinetic energy dissipation rate ($\varepsilon$) and also, turbulence model constant ($C_s$). These are expressed as a function of mean flow and turbulence properties rather than assumed to be constant [23,24]. Other two-equation RANS models are also available, like the $k-\omega$ model where the transport equations are the turbulent kinetic energy ($k$) and the specific dissipation rate ($\omega$). These models have been shown to perform much better than $k-\varepsilon$ models in adverse pressure gradients and therefore in predicting separation, but are very sensitive to free-stream/inlet conditions [23,25]. A compromise between the advantages of the $k-\varepsilon$ and $k-\omega$ models is the shear stress transport (SST) $k-\omega$ model which employs the $k-\omega$ model near the surface and the $k-\varepsilon$ model in the free shear layers through the use of a blending function. Good performance of the SST $k-\omega$ model for ABL flow around blunt bodies has been shown [26]. The SST $k-\varepsilon$ model has also been adopted for detached eddy simulation (DES) turbulence models, which combine the features of RANS simulation in part of the flow and large eddy simulation (LES) in the separated regions. However, these models solve the unsteady transport equations and are still significantly more computationally expensive than the steady RANS models [23]. Furthermore, the effect of flow in three dimensions over dunes has also been investigated in various studies, which include wind tunnel tests and CFD [27,28]. Most studies to date have focused on simulation of the neutral ABL, where buoyancy effects have mostly been ignored or modeled using a Boussinesq type approach [29]. CFD seems to be the obvious route to quantify these effects, which could make a new contribution to understanding the behavior of the flow fields in short test-section wind tunnel.

The objective of this research is to optimize the flow in the shortest possible extension of the wind tunnel, with the lowest pressure loss possible leading to formation of the ABL and obtain a large Re; similar to the high values observed in nature. Different turbulent models using ANSYS- Fluent14 have been examined for their relative suitability for the atmospheric boundary layer airflow with and without the implementation of buoyancy effects with modified turbulence model constants for the atmosphere. A typical CFD simulation is created in five steps. First, a model of the fluid region is sketched and any solid regions that might be present are defined. Thereafter, a mesh is applied to the sketch. Fluent uses finite–volume methods when calculating the flow field variables, with the mesh elements as the finite volumes. This means that the size of the mesh and the location of its elements determine where the flow field variables are evaluated. Hence, a fine mesh is needed where the flow is changing rapidly, while a coarser mesh can be used at locations in the model where the flow is uniform. The third step is to define the boundary and initial conditions of the problem as well as turbulence models. Then, the numerical calculations can commence, which form the fourth step. Fluent mostly uses second–order accurate numerical methods when evaluating the Navier-Stokes equations, together with various models when calculating for example the turbulence of the flow.

2. Numerical Simulation of the ABL

2.1. Using the Wall Function with a Uniform (Constant) Inlet Velocity

CFD simulations provide a way of predicting the behavior of a fluid without having to perform any experiments, and changes in the problem setup are easily made.

CFD codes employing RANS turbulence generally model the flow under turbulent conditions near walls using a wall function, providing that the flow velocity (constant) at the inlet is chosen to be the mean wind velocity of the wind profile [16]. The roughness of these surfaces is often expressed in terms of the equivalent wall roughness height $k_s$ [18,19]. For the consistent and accurate application of the law of the wall, the dimensionless wall distance $y'$ would be in the range of 30 and less 500 [30], placing a limit on the position of the first grid node from the wall, $z_p$.

2.2. Using the Roughness Length with Friction Velocity (Non-Uniform Inlet Velocity)

The inlet boundary profile is function of friction velocity $u^*$ and the roughness length $z_o$. The logarithmic velocity profile law is given by [31]:

$$u = \frac{u^*}{K} \ln \left( \frac{z + z_o}{z_0} \right)$$  \hspace{1cm} (1)

Or the more simplified version, the power law:

$$u = u^* \left( \frac{z}{z_0} \right)^\alpha$$ \hspace{1cm} (2)

For $\alpha = 1/7$ for flow of comparatively low Reynolds numbers. The turbulent kinetic energy $k$ can be derived from equations available in the literature [32], for simplicity

$$k = \frac{u^*}{\sqrt{C_\mu}}$$ \hspace{1cm} (3)

An equation for the turbulent dissipation rate $\varepsilon$ is also available in the literature [33]:

$$\varepsilon = \frac{\mu}{\kappa(z + z_o)}$$ \hspace{1cm} (4)

For the simulated case, the profile at the outlet boundary has exactly the expected profile.

2.3. Using the Effects of Buoyancy on Turbulence in the $k-\varepsilon$ Models

When a non-zero gravity field and temperature gradient are present simultaneously, the $k-\varepsilon$ models in ANSYS FLUENT 14 account for the generation of $k$ due to buoyancy $G_b$, and the corresponding contribution to the production of $\varepsilon$ [23].

$$\int_k \rho_k \delta \eta dA = \int_k \left( \mu + \frac{\mu_t}{\sigma_t} \right) \frac{\partial \varepsilon}{\partial y} \delta \eta dA + \int_k (G_k + g_y - \rho e - Y_m) dV$$ \hspace{1cm} (5)
and
\[
\int \rho c_{p} n_{i} dA = \int_{A} \left[ (u_{i} + \frac{\rho}{A_{m}})^{2} n_{i} dA + \int c_{1k} \frac{\varepsilon}{\kappa} \left( \kappa \frac{\partial}{\partial \bar{x}_{i}} \right)^{2} \right] dV
\] (6)

The generation of turbulence due to buoyancy is given by
\[
G_{b} = \beta \rho g_{i} \frac{\partial T}{\partial x_{i}}
\] (7)

It can be seen from the transport equations for \(k\) that turbulence kinetic energy tends to be augmented (\(G_{b} > 0\)) in unstable stratification. For stable stratification, buoyancy tends to suppress the turbulence (\(G_{b} < 0\)).

2.4. Using the Change of the \(k\)-\(\varepsilon\) Model Constants

The \(k\)-\(\varepsilon\) model uses five constants in the transport equations, \(C_{1\varepsilon}, C_{2\varepsilon}, C_{\mu}, \sigma_{k}, \) and \(\sigma_{\varepsilon}\): \(C_{\mu}\) is used to calculate eddy viscosity for the second term of the \(\varepsilon\) equation.

\[
\mu_{t} = \rho C_{\mu} \frac{k^{2}}{\varepsilon}
\] (8)

The standard values of these constants are the default values determined empirically when the \(k\)-\(\varepsilon\) model was first derived by Launder and Spalding [34]. Because the \(k\)-\(\varepsilon\) model constants are empirically derived, constants modified to fit atmospheric boundary layer data give better results for wind energy research than the standard constants. Alinot and Masson [17] used wind farm data to optimize the \(k\)-\(\varepsilon\) model for atmospheric flow. By extensive algebraic manipulation of the turbulence equations, Alinot and Masson derived a set of \(k\)-\(\varepsilon\) constants that produced more accurate results, the values of these constants are in the Table 1.

<table>
<thead>
<tr>
<th>(k)-(\varepsilon) Turbulence Model Constants</th>
<th>(C_{1\varepsilon})</th>
<th>(C_{2\varepsilon})</th>
<th>(C_{\mu})</th>
<th>(\sigma_{k})</th>
<th>(\sigma_{\varepsilon})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard [34]</td>
<td>1.44</td>
<td>1.92</td>
<td>0.09</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Alinot-Masson [17]</td>
<td>1.176</td>
<td>1.92</td>
<td>0.03329</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Other values of the modified model constants for more applications are available in the literature [35].

3. Boundary Conditions

In order to validate the proposed methodology, suitable velocity inlet was used which is similar to the experimental study (\(u = 25.5\) m/s). Standard representation of the velocity profile in the ABL is as shown in Table 2.

<table>
<thead>
<tr>
<th>Inlet Boundary Conditions</th>
<th>(k)-(\varepsilon) (Non-uniform flow)</th>
<th>(k)-(\varepsilon) (Uniform flow)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u) (m/s)</td>
<td>(u = \frac{u_{i}}{k^{2}} \ln(z + z_{0}))</td>
<td>25.5</td>
</tr>
<tr>
<td>(k)</td>
<td>(k = \frac{u_{i}}{Z_{0}})</td>
<td>1</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>(\varepsilon = \frac{u_{i}}{k(z + z_{0})})</td>
<td>1</td>
</tr>
<tr>
<td>Roughness length</td>
<td>Carpet</td>
<td>0.09</td>
</tr>
<tr>
<td>Roughness height</td>
<td>Carpet</td>
<td>0.002</td>
</tr>
<tr>
<td>Roughness constant</td>
<td>Carpet</td>
<td>0.5</td>
</tr>
</tbody>
</table>

4. Mesh Considerations

4.1 Physical Domain

According to [4], the domain represents a rectangular wind tunnel test section with dimensions \(0.41 \times 0.41\) m\(^{2}\) with a length of 1.8 m, as shown in Fig. 1a. For initial adjustments, passive devices – screen and spires – were used and for fine tuning a wrinkled carpet were added as shown in Fig. 1b. Three types of screens (2 mm thick) with different meshes were used. (i) thin screen KP = 1, (ii) medium screen KP = 0.75, and (iii) coarse screen KP = 0.05. The carpet used to form the ABL is 900 mm long with roughness of 3 mm. Three spires, each with height of 307.7 mm and base width of 32.6 mm were used.

![Fig 1a. Physical domain [4].](image-url)
4.2. Computational Domain

The result of a numerical calculation is dependent on the mesh that is used. A too coarse mesh will give a high error in the result and as the mesh size gets finer this error should decrease. However, if the size of the mesh elements is small enough so that the numerical result is close to the real solution, a further decrease of the element size should not affect the solution significantly since the result is already correct. When this situation occurs the solution is said to be mesh–independent and this should always be achieved when performing a simulation. Mesh design (including the height of the first mesh cell) is critical to obtain a valid and accurate CFD solution, leading to very thin boundary layer. Factors to consider are mesh element shape, surface grid resolution, boundary layer resolution and the overall number of elements. Another requirement of first cell mesh height is that roughness elements can’t be higher than the top of the cell. An unstructured Triangle grid was constructed based on refinements with a factor of 2 (397258 elements). The distance between the centre point of the wall-adjacent cells and the wall (carpet) is 0.002 m. The inlet mean wind speed profile and the turbulence intensity profile are taken according to the experimental work [4]. Fig.1(b) shows the grid of the computational domain related to the physical domain [4] as shown in Fig.1(a).

4.3. Mesh Independency

Grid sensitivity study using velocity profile at $x = 1.42$ m, non-uniform flow at inlet, $KP = 0.75$, and distance 0.3 m from experimental work [4] with different grid sizes as shown in Fig. 2(a).

The grid sensitivity study has led to acceptable grid sizes in the range of refinement 1 (197139 elements) up to refinement 3 (594515 elements), since within this range the velocity profile do not change appreciably as shown in Fig. 2(b).

5. Results and Discussion

In the present study, the predicted results from CFD simulations of the ABL are compared with experimental work [4] for fully developed at $x = 1.42$ m.

The CFD simulations are carried out under different conditions of the different distance between spires and screen with different inlet profiles, the different turbulence models, the different pressure drop coefficient for screen, and different inlet boundary conditions.

Figures 3(a,c) show the wind-speed profile at $x = 1.42$ m for a medium screen $KP = 0.75$ positioned at 0.15 m and 0.3 m from the spires, at different inlet profiles. It can be seen that the predictive results, based on $k$-$\varepsilon$ turbulence model for non-uniform flow at inlet is very close with experimental. But, some discrepancies are noticeable for the case of uniform (constant) flow at inlet. On comparing the uniform and the non-uniform flow cases, the flow in the case of non-uniform flow enters the duct with imposed shear and hence the boundary layer grows in the downstream direction.

Figures 3(b,d) show the turbulent intensity at $x = 1.42$ m for a medium screen $KP = 0.75$ positioned at 0.15 m and 0.3 m from the spires, at different inlet profiles. It can be seen that the non-uniform flow at inlet is able to reproduce the experimental measurement in satisfactorily agreement compared in case of uniform flow at inlet.

Table 3 summarizes the outlet values of ($u^*$, $y^*$, $\delta$, and $e\%$) at different inlet profiles and different distances between spires and screen ($x = 1.42$ m and medium screen $KP = 0.75$). The experimental results of the height of the ABL increased from 0.18 to 0.2 as the distance between the spires and the medium screen increased (from 0.15 to 0.3 m). The computed boundary layer characteristics from the non-uniform flow at inlet for different distances between spires and screen show
better agreement with results from the uniform flow at inlet, compared with the experimental results. Also, the percentage errors are decreased for non-uniform flow at inlet compared with the uniform flow, in particular for the case of non-uniform flow and distance is 0.3m and percentage error (1.36). The boundary layer with spires, screen, and carpet is greater than 7.15 from without spires, screen, and carpet.

Figures 4(a,b) indicate that the numerical solution based on $k$-$\varepsilon$ turbulence model for velocity contour and turbulent intensity at non-uniform flow at inlet, medium screen (KP = 0.75), and distance 0.3 m are capable of representing the experimental measurements in particular, in the ABL ($x = 1.42$ m).

Figures 5(a,b) show the velocity profile and turbulent intensity at $x = 1.42$ m for a medium screen KP = 0.75 positioned at 0.3 m from the spires, at several turbulence models for non-uniform flow at inlet. It can be seen that the predictive results, based on $k$-$\varepsilon$ turbulence model are very close with experimental data [4] compared with other turbulence models. Figures 5(c,d) show the boundary-layer thickness and percentage error. The boundary layer thickness for $k$-$\varepsilon$ turbulence model is greater than other turbulence models and the percentage error for $k$-$\varepsilon$ turbulence model is less than other turbulence models. From other hand, the predictive results (boundary layer thickness) using LES in short-chamber wind tunnel would be unexpected, despite its capability of representing the ABL for external flow applications. Therefore, it would be realistic not to be used for internal flow applications. However, the $k$-$\varepsilon$ model is
considered to be suitable tool for generation of an ABL in short-chamber wind tunnel.

Figures 6(a,b) show the velocity profile and turbulent intensity at $x = 1.42$ m for different pressure drop for screen positioned at 0.3 m from the spires, for non-uniform flow at inlet. It can be seen that the predictive results, based on $k$-$\varepsilon$ turbulence model for KP = 0.75 are very close with experimental measurements [4]. Figures 6(c,d) show the boundary-layer thickness and percentage error, the boundary layer thickness for $k$-$\varepsilon$ turbulence model for without screen (KP = 0.0) is greater than other KP's. But, the percentage error for $k$-$\varepsilon$ turbulence model for KP = 0.75 is less than other KP's.

Figures 7(a,b) show the velocity profile and turbulent intensity at $x = 1.42$ m for a medium screen KP = 0.75 positioned at 0.3 m from the spires, at different inlet boundary conditions for non-uniform flow at inlet. It can be seen that the predictive results, based on $k$-$\varepsilon$ turbulence model for all cases are in good agreement with experimental results. Figures 7(c,d) show the boundary–layer thickness and percentage error, the boundary layer thickness for $k$-$\varepsilon$ turbulence model with $C_{\mu} = 0.033$ and $k$-$\varepsilon$ turbulence model with buoyancy are equal to the boundary–layer thickness for experimental result, and these cases are less than compared other cases.
6. Concluding Remarks

In this study the following conclusions are drawn as follows:

- The $k$-$\varepsilon$ model is considered to be a suitable tool for generation of an ABL in short-section wind tunnel leading to reduce the tunnel operation time and cost during the actual experimentation phase.
- Mesh design is critical to obtain a valid and accurate CFD solution.
- Suitable boundary conditions that actually simulate the real flow are required.
- The predicted CFD values are very close to the corresponding experimental measurements.
- The influence of turbulence model constant ($C_{\mu}$) and the buoyancy force makes significant changes to the flow without a major impact on computation time.
- The dimensionless wall distance $y^+$ in the required range is crucial for the consistent and accurate application.
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_s$</td>
<td>Roughness constant $= 0.5$</td>
</tr>
<tr>
<td>$C_{p_k}$</td>
<td>$k$-$\varepsilon$ turbulence model constant</td>
</tr>
<tr>
<td>$C_{\varepsilon_1}$</td>
<td>$k$-$\varepsilon$ turbulence model constant</td>
</tr>
<tr>
<td>$C_{\varepsilon_2}$</td>
<td>$k$-$\varepsilon$ turbulence model constant</td>
</tr>
<tr>
<td>$C_{\varepsilon_3}$</td>
<td>$k$-$\varepsilon$ turbulence model constant</td>
</tr>
<tr>
<td>$e %$</td>
<td>Percentage error, $\frac{1}{n} \sum_{i=1}^{n} \frac{</td>
</tr>
<tr>
<td>$G_b$</td>
<td>Buoyant production of turbulence</td>
</tr>
<tr>
<td>$G_k$</td>
<td>Shear production of turbulence</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration, $m^2/s$</td>
</tr>
<tr>
<td>$I_T$</td>
<td>Turbulent intensity</td>
</tr>
<tr>
<td>$k$</td>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>$\Delta P$</td>
<td>Pressure-drop coefficient $= \Delta P/0.5 \rho u^2$</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Equivalent wall roughness height, $\approx 10z_0/C_s$, $m$</td>
</tr>
<tr>
<td>$Pr_t$</td>
<td>Turbulent Prandtl number $= 0.85$</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number $= uL/\nu$</td>
</tr>
<tr>
<td>$u$</td>
<td>Mean velocity, $m/s$</td>
</tr>
<tr>
<td>$u_*$</td>
<td>Friction velocity ratio $= \sqrt{\tau_w/\rho}$, $m/s$</td>
</tr>
<tr>
<td>$y^*$</td>
<td>Dimensionless wall distance $= z_+u_*/\nu$</td>
</tr>
<tr>
<td>$Y_m$</td>
<td>Turbulence production due to compressibility</td>
</tr>
<tr>
<td>$z$</td>
<td>Vertical coordinate</td>
</tr>
<tr>
<td>$z_0$</td>
<td>Roughness length, $m$</td>
</tr>
<tr>
<td>$z_p$</td>
<td>Height of first cell centroid above wall, $m$</td>
</tr>
<tr>
<td>$\Delta P$</td>
<td>Static pressure drop across the screen, $N/m^2$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Power law exponents $= 1/7$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Thermal coefficient</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Boundary Layer thickness, $m$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Turbulent kinetic energy dissipation rate</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>von Karman constant, $= 0.41$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Air density, $kg/m^3$</td>
</tr>
<tr>
<td>$\sigma_k$</td>
<td>$k$-$\varepsilon$ turbulence model constant</td>
</tr>
<tr>
<td>$\sigma_\varepsilon$</td>
<td>$k$-$\varepsilon$ turbulence model constant</td>
</tr>
<tr>
<td>$\tau_w$</td>
<td>Wall shear stress, $N/m^2$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Laminar fluid viscosity, $kg/ms$</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>Turbulent fluid viscosity, $kg/ms$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity, $m^2/s$</td>
</tr>
</tbody>
</table>
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