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Abstract: In this paper, we study a class of elliptic equations on a bounded domain with nonlinear boundary conditions of 

type graph and measure - data. First of all, give some spaces and basic assumptions. Next, we apply the classical variational 

approach. So, we need an essentially bounded estimate on the solution, which is not evident to obtain directly in our problem. 

The obstacles which we encounter is that we cannot get rid of the non-linear term evaluated as a zero gradient and it appear at 

the boundary, for the part of the measure-data, a term which cannot vanish, when one uses the integration by parts formula. To 

overcome this difficulties, we first redefine and extend the function which appears in the third Leray-Lions-type conditions and 

we add a penalization term on the boundary. Secondly, we consider a smooth domain in order to work with the Sobolev spaces 

that are the closure of indefinitely differentiable and null functions on the bounary, and to going back later to the classical 

Sobolev space. Then, we assume that the domain is extensible. Next, we obtain a priori estimates and convergence results in the 

approach problem, which allow us to delete the penalization term. To finish, we introduce a notion of entropy solution for our 

main problem and prove that it is the limit of the solution obtained in the variational case. 
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1. Introduction 

Consider the nonlinear elliptic equation 

( ),

( , ), ( , )

u div a u u in

a u u x u on

ν
η β

 − ∇ = Ω
− ∇ ∈ ∂Ω

      (1) 

where Ω is a smooth bounded domain in ℝ� with Lipschitz 

boundary ∂Ω and 1 < p <N, 

η is the unit outward normal vector on ∂Ω, ν is a diffuse 

measure such that ν = ν ⌊Ω. 

For a. e. , ( , ) ( , )x x r j x rβ∈∂Ω = ∂  is the subdifferential 

of a function :j ∂Ω × 	ℝ [ ]0,→ ∞  which is convex lower 

semicontinuous (l. s. c. for short) in � ∈ ℝ  for � -a. e. �			
Ω, measurable with respect to the ( 1)N − -dimensionnal 

Hausdorff measure � on ∂Ω  and such that (.,0) 0j = . The 

vector-valued function �:	ℝ × ℝ� ⟶ ℝ  is continuous 

satisfying the following classical Leray-Lions-type 

conditions: ���� −Monotonicity in �			ℝ�: 
����, �� − ���, ���. �� − �� ≥ 0	∀	� ∈ ℝ, ∀�, � ∈ ℝ� 

���� −Coerciveness: ∃�� > 0 such that 

����, �� − ���, 0��. � ≥ ��|�|"	∀	� ∈ ℝ, ∀� ∈ ℝ� 

��#� − Growth restriction: there exists a continuous 

function Λ:	ℝ% ⟶	ℝ% such that 

|���, ��| ≤ Λ�|�|��1 + |�|")��	∀	� ∈ ℝ, ∀� ∈ ℝ� 

��*� −There exists +:	ℝ × ℝ	 ⟶ ℝ% continuous such that 

|���, �� − ���, ��| ≤ C��, -�|� − -|�1 + |�|")��	∀	�, - 
∈ ℝ, ∀� ∈ ℝ� 

A typical example of a function �  satisfying theses 

hypotheses is ���, �� = |�|")�� + /���, where /:	ℝ ⟶ ℝ� 



115 Arouna Ouedraogo:  Existence and Uniqueness of Entropy Solution for an Elliptic Problem with Nonlinear  

Boundary Conditions and Measure-data 

is a locally Lipschitz function. 

Many results are known for elliptic problems in the 

variational setting for Dirichlet or Dirichlet-Neumann 

problems [1, 11, 16, 21-22, 24]. In the 0� − setting, for 

elliptic and parabolic equations in divergence form, the new 

equivalent notions of entropy and renormalized solutions 

have been introduced. [2, 3, 9, 12]. Sbihi and Wittbold [22] 

used and extended the methods introduced by Andreu et al [3] 

to study the problem 

( ),

( , ), ( , )

u div a u u f in

a u u x u onη β

 − ∇ = Ω
− ∇ ∈ ∂Ω

 

where � is a divergentiel operator depending of 1 and 2 

depending also on the space variable �, and 3 ∈ 0��Ω�. 
In the present paper, we use and extend the methods 

introduced by Andreu et al [3] and by Sbihi and Wittbold 

[22], to study the problem 

( ),

( , ), ( , ) ,

u div a u u in

a u u x u on

ν
η β

 − ∇ = Ω
− ∇ ∈ ∂Ω

 

where ν is a diffuse measure such that ν	 = 	ν	⌊Ω. 

We prove the existence of an entropy solution via the 

approximation method. The uniqueness of the solution is 

obtained by using the comparison principle. The main 

difficulty is that, when one uses the integration by parts 

formula in the variational approach (see section 3 below), it 

appear at the boundary, for the part of the measure-data 6 

which is in 7�,"�Ω�, a term which cannot vanish. In order to 

treat this difficulty, we consider a smooth domain Ω  in 

order to work with the space 7��,"�Ω� and to going back 

later to the space 7�,"�Ω�. More precisely, Ω  is assumed 

to be a bounded domain in ℝ� with a boundary ∂Ω  of class +�. Then, Ω  is an extension domain (see [15]), so we can fix 

an open bounded subset 89 of ℝ� such that Ω	: ⊂ 	89, and 

there exists a bounded linear operator 

<:	7�,"�Ω� ⟶ 7��,"�89� 
for which 

<�1� = 1 a. e. in Ω  for each 1 ∈ 	7�,"�Ω� 
‖<�1�‖>?@,A�BC� ≤ D‖1‖>@,A�9� , where D  is a constant 

depending only on Ω . 

We define 

EF"�Ω� ≔ H6 ∈ ℳF"�89�:	6	is	concentrated	on	ΩT 
This definition is independent of the open set 89. Note 

that for 1 ∈ 	7�,"�Ω� ∩ 0V�Ω� and 6 ∈ EF"�Ω�, we have 

〈6, <�1�〉 = u d ν
Ω∫  

On the other hand, as 6 is diffuse (see [12]), there exists 3 ∈ 0��89� and / ∈ Y0"Z�89�[� such that 6 = 3 − div	�/� 

in ]′�89�. Therefore, we can also write 

〈6, <�1�〉 = _ 3	<�1� `� + _ /. ∇	<�1� `�BCBC  

The rest of the paper is organized as follows. In the next 

section we make precise the notations which will be used in 

the sequel and recall some facts on measures and capacities. 

In section 3, we study the problem (1) by variational methods. 

We introduce an accretive operator bc related to problem (1) 

and show that d�e + fbc� ⊃ 0V�Ω�  for all f > 0 . In 

section 4, we introduce the notion of entropy solution and 

prove the existence and uniqueness of this solution. In order 

to do this, we characterize h, the limit of the operator bc in ℳF"�89�. 
2. Preliminaries 

In this section, we introduce some notations and 

definitions used in this paper. We denote |. | and `�  the i −dimensional Lebesgue measure in ℝ�  and the �i −1� −dimensional Hausdorff measure of ∂Ω , respectively. 

The norm in 0"�Ω� is denoted by ‖. ‖", 1 ≤ j ≤ ∞.7�,"�Ω� 
denotes the classicals sobolev space endowed with the usual 

norm denoted ‖. ‖�,". It is wellknown that if 1 ∈ 	7�,"�Ω�, 
it is possible to define the trace of 1 on ∂Ω , where the 

continuous linear trace operator l:7�,"�Ω� ⟶7) @Am,"�
Ω�	is surjective [19, 20]. For 0 < o < ∞,ℳp�Ω� is 

the Marcinkiewicz space defined as the set of measurable 

functions q:	Ω ⟶ ℝ such that 

|r� ∈ Ω: |q���| > st| ≤ Ds)p , D < ∞	�D3. [8]� 
As usual, for s	 > 	0, we denote by xy , the truncation 

function at height s ≥ 0 defined by 

xy�1� = minrs,maxr1, −st	t = |−s	if	1 < −s1	if	|1| ≤ ss	if	1 > s.  

Let ~ be be a maximal monotone operator defined on ℝ. 

We recall the definition of the main section ~� of ~: 

~��-� 
= �the	element	of	minimal	absolute	value	of	~�-�	if	~�-� ≠ ∅	+∞	if	[-, +∞� ∩ ��~� = ∅−∞	if	�−∞, -] ∩ ��~� = ∅.  

We denote by 1�  the average of 1, i.e. 1� = �|9| � 1��� `�9 . 

We note 

� = �� ∈ +��ℝ�: ��0� = 0, 0 ≤ �Z≤ 1, supp��Z�	is	compact � 
Let ℬ be a multi-valued operator in 0��Ω�. Recall that ℬ 

is said to be accretive in 0��Ω� if 

‖1 − 1�‖� ≤ ‖1 − 1� + f�� − ���‖�	for	any	�1, ��, �1�, ��� ∈ ℬ; f > 0 



 American Journal of Applied Mathematics 2019; 7(4): 114-126 116 

 

ℬ is called x-accretive if 

‖(1 − 1�)%‖� ≤ �Y1 − 1� + f(� − ��)[%�� 	3��	���	(1, �), (1�, ��) ∈ ℬ; f > 0 

Finally, ℬ is called �−accretive (resp. � − x −accretive) 

in 0�(Ω)  if ℬ  is accretive (x − accretive) and moreover, d(e + fℬ) = 0�(Ω) for any f > 0 (for more details about 

accretive operators and nonlinear semigroups, cf. [5, 6, 10]). 

Now, let us introduce some notations and recall some facts 

about capacities and measures usued throughout this paper 

[13, 14, 18]. Let �  be an arbitrary fixed bounded open 

subset of ℝ� with Ω: ⊂ �. Given a compact subset � ⊆ �, 

we define the j − capacity of � by: 

+�,"(�) ≔ infH‖�‖�,"; � ∈ +�V(�), � ≥ ��T 
The j −capacity of an arbitrary subset < ⊆ � is defined 

by 

+�,"(<) ≔ infH+�,"(�); �	�j �, < ⊆ �	T 
As usual, a property will be said to hold cap-quasi 

everywhere (q. e. for short) if it holds everywhere except on 

a set of zero capacity. 

Let ℳF(Ω)  (resp. ℳF(
Ω) ) be the space of all Radon 

measures on Ω (resp. 
Ω) with bounded total variation. For ¡ ∈ ℳF(
Ω) , denote by ¡%, ¡)  and |¡|  the positive part, 

negative part and the total variation of the measure ¡ , 

respectively, and denote by ¡ = ¡¢`� + ¡£  the 

Radon-Nikodym decomposition of ¡  relatively to the (i − 1) −dimensional Hausdorff measure `�. We denote by ℳF"(Ω) (resp. ℳF"(
Ω)) the set of Radon measures ¡ which 

satisfy ¡(¤) 	= 	0 for every Borel set ¤ ⊆ Ω (resp. ¤ ⊆ 
Ω	) 
such that +�,"(¤) = 0, i.e. the Radon measures which do not 

charge sets of 0 −capacity. We denote ¥�(
Ω) = r¦; ¦: 
Ω ×ℝ⟶ u0,+∞w, such	that	j(. , r)	is	σ − measurable	∀r ∈ℝ	and	j(x, . )	is	convex, l. s. c. satisfying	¦(�, . ) =0	3or	a. e. � ∈ 
Ωt. For a.e. � ∈ 
Ω we define 

¥:7 �"Z,"(
Ω) ∩ 0V(
Ω) ⟶ u0,∞w
1 ⟼ _ ¦(. , 1)`�.«9

 

Note that ¥  naturally extends to a functional ¥¬  on 7��,"(�) ∩ 0V(�)  as follows: ¥¬(1) = � ¦(. , l(1))`�«9  for 

any 1 ∈ 7��,"(�). We recall that the closure of �Y¥¬[ in 7��,"(�)  is a convex bilateral set, so according to 

Andreianov and Bouhssis [4], there exist unique (in the sense 

q. e.) functions ~%, ~)  which are cap-quasi-l. s. c. and 

cap-quasi-u. s. c. respectively, such that �(¥)�������‖.‖ @Am,A =�1 ∈ 7 @Am,"(
Ω); ~)(�) ≤ 1�(�) ≤ ~%(�)o.  . ��	
Ω�. 
Moreover ~)(�) = inf­ 1�­(�) = lim­ inf�®y®­ 1�y(�)	o.  . � ∈ 
Ω  

(respectively the corresponding analogue for ~% ) for any ‖. ‖ @Am," − dense sequence (1­)­  in �(¥) . We define the 

subdifferential operator: 


¥ ⊆ ¯7 �"m,"(
Ω) ∩ 0V(
Ω)° 

× ±7)�"Z ,"Z(
Ω) + Y0V(
Ω)[∗³ 

by 

¡ ∈ 
¥(1) 
⟺ � 1 ∈ 7 �"m,"(
Ω) ∩ 0V(
Ω), ¡ ∈ 	7)�"Z ,"Z(
Ω) + Y0V(
Ω)[∗

and	¥(µ) ≥ ¥(1) + 〈¡, µ − 1〉	∀µ ∈ 	7 �"m,"(
Ω) ∩ 0V(
Ω), 
where, here as in the following, if note explicitly stated 

otherwise, 〈. , . 〉 denotes the duality between 7 @Am,"(
Ω) ∩0V(
Ω) and its dual. 

3. Variational Approach 

Let Ω  be a bounded domain in ℝ�  with Lipschitz 

boundary, 1 < j < i, �: Ω × ℝ� ⟶ℝ�  a mapping 

satisfying the assumptions (��) − (�*) and 2 is such that 2(�, . ) = 
¦(�, . ) a. e. on 
Ω, where ¦ ∈ ¥�(
Ω). 
To apply the classical variational approach, we need an 0V − estimate on 1, which is not evident to obtain directly 

in our problem. The obstacle which we encounter is that we 

can not get rid of term with �(1, 0). To overcome this 

difficulty, following Sbihi and Wittbold [22], we first 

redefine and extend the function Λ  which appears in 

hypothesis (�#), on an odd monotone function ¶  on ℝ 

such that ·¸(y,�)¹(y) · ⟶ 0 as s ⟶ ∞. This will be possible by 

setting Λ(�) ≔ sup|º|®¢r¶(|»|), |»||�(», 0)|t  for � ≥ 0 . 

Secondly, we add a penalization term ¼¶(1)  on the 

boundary for a fixed ¼. This allows us to compensate the 

term with �(1, 0) by choosing k sufficient large such that ·¸(y,�)¹(y) · < ¼. 

In the next section, we tend ¼ to zero and the penalization 

term disappears. Consequently we obtain the entropy solution 

of our initial problem (1). 

Now, we define the operator bc as follows: 

(1, 6) ∈ bc	if	and	only	if	1 ∈ 	7�,"(Ω) ∩ 0V(Ω);	 
6 ∈ EF"(Ω) 

and there exists a measure ¡ ∈ ℳF"(
Ω) with 

¡¢(�) ∈ 
¦Y�, 1(�)[ + 
eu½¾(¿),½À(¿)w(1(�))	a. e. � ∈ 
Ω 

such that for all Á ∈ 	7�,"(Ω) ∩ 0V(Ω) 
_�(1, ∇1). ∇(1 − Á)`�9  
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+¼_ ¶(1)(1 − Á)`� ≤ _ (1 − Á)`6 − _ Y1� − ÁÂ[`¡,«99«9  

1� = ~%	¡£% − �.  . ��	
Ω, 1� = ~)	¡£) − �.  . ��	
Ω,     (2) 

where for given interval u�, Ãw ⊂ ℝ, eu¸,Fw denotes the convex 

l. s. c. functional on ℝ  defined by 0  on u�, Ãw, +∞ 

otherwise. 

Our first main result is the following. 

Theorem 1. The operator Aδ satisfies the following 

properties: 

i) Aδ is T −accretive in L1 (Ω), 

ii) L∞ (Ω) ⊂ R (I + αAδ) for any α > 0, 

iii) D (Aδ) is dense in L1 (Ω). 

Proof. 

As 6  is diffuse, there exists 3 ∈ 0�(89)  and / ∈Y0"Z(89)[�  such that 6 = 3 − div	(/) in ]′(89). Let 1, � 

such that 

6� = 3 − div(/�) ∈ 1 + bc1	and	6� = q − div(/�) ∈ � + bc�.  (3) 

We must show that 

� (1 − �)%`� ≤ � (3 − q)%`�.99          (4) 

Taking Á� = 1 − �y xy(1 − �)%  and Á� = � + �y xy(1 −�)% as test functions in (3) respectively, we get after adding 

inequalities 

�y � u�(1, ∇1) − �(�, ∇�)w. ∇(1 − �)%`� + �y ¼ � (¶(1) − ¶(�))xy(1 − �)%`�Ä9r(Å)Æ)ÀÇyt≤ �y � (� − 1)xy(1 − �)%`� + �y � xy(1 − �)%`6� − �y � xy(1 − �)%`6�999 − �y Y� xy(1� − ��)%`¡�Ä9 − � xy(1� − ��)%`¡�Ä9 [.
              (5) 

Denote by e1 respectively e2 the first, respectively the second integral in the left hand side of (5). Using hypothesis (�1), (�4) and the Lebesgue dominated convergence theorem, we obtain 

e� ≥ �y � u�(1, ∇�) − �(�, ∇�)w. ∇(1 − �)%`�r(Å)Æ)ÀÇyt≥ − �y � +(1, �)(1 − �)%(1 + |∇�|")�)|∇(1 − �)%|`�r(Å)Æ)ÀÇyt≥ − Ê@yy � (1 + |∇�|")�)|∇(1 − �)%|`�r(Å)Æ)ÀÇyt
                      (6) 

≥ −+�_(1 + |∇�|")�)|∇(1 − �)%|�H(Å)Æ)ÀÇyT	`� ⟶ 0	�-	s ⟶ 0.9  

Note that the properties of the measures μ1 and μ2 ensure that the second term in the brackets in the right hand side of (5) 

is nonnegative. Indeed, these integrals can be written as 

_ xy(1� − ��)%Y¡¢,� − ¡¢,�[ +Ä9 _ xy(~% − ��)`Y¡£,�[%Ä9 	 
−_ xy(−~% + 1�)`Y¡£,�[% 	− _ xy(~) − ��)`Y¡£,�[) −_ xy(−~) + 1�)`Y¡£,�[)Ä9Ä9Ä9  

which are, cleary, nonnegative by properties of ¡�, ¡�	and ~%/). Thanks to the monotonicity of ¶, we have 

e2	 ≥ 	0.                                               (7) 

We can write for the second term in the right hand side of (5), 

�y � xy(1 − �)%`6�9 = � < Í�yxy(1 − �)%Î `6�9= Ï6�, 	< Í�y xy(1 − �)%ÎÐ= � 3 �y9 xy(1 − �)%`� + � /�. ∇< Í�9 �y xy(1 − �)%Î `�	BC
                (8) 

As ·�9 �y xy(1 − �)%· ≤ 1 for all s > 0, then we use the 

inequality 

‖<���‖>?@,A�BC� ≤ D‖�‖>@,A�9�, ∀� ∈ 7�,"�Ω� 
to conclude that the sequence ±< Í�y xy�1 − ��%Î³yÑ�  is 

uniformly bounded in 7��,"�89� . We also have < Í�9 �y xy�1 − ��%Î ⟶ -Òq��%  a. e. in 89  as s ⟶ 0 . 

Then, 

∇< ±�9 1s xy�1 − ��%³ ⇀ 0	in	�0"�89��� 

Finally, we get for the second term in the right hand side of 

(8), 

limy→� � /�. ∇< Í�9 �y xy�1 − ��%Î `� = 0BC   (9) 

By the same manage, we get 
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1s_xy(1 − �)%`6�9 = 
� q �y9 xy�1 − ��%`� + � /�. ∇< Í�9 �y xy�1 − ��%Î `�BC  (10) 

and 

limy→� � /�. ∇< Í�9 �y xy�1 − ��%Î `� = 0BC   (11) 

Combining (6)-(11) and using Lebesgue dominated 

convergence theorem, we can 

pass to the limit in (5) with s → 0 to get 

limy→� 1s _ �1 − ��xy�1 − ��%`�9  

≤ limy→� 1s _ �3 − q�xy�1 − ��%`�,9  

which implies 

_ �1 − ��%`� ≤ _ �3 − q�%`�.99  

Consequently (4) holds. 

ii) It will be no restriction to assume that α = 1. In order to 

prove that 0V�Ω� ⊂ d�e + bc�, we regularize 6 as follows: ∀� > 0, ∀� ∈ 89 we define 3Õ��� = xÕ�3�����9��� 

Let �/Õ�ÕÖ� ⊂ +�V�89� be a sequence such that /Õ → / 

strongly in �0"m�89��� . For any � ≥ 1  we set /ÂÕ =�9/Õ and 6Õ = 3Õ − `Ò�Y/ÂÕ[ . For any � ≥ 1 , one has 6Õ ∈ EF"�Ω�, 6Õ ⇀ 6 in ℳF�89� and 6Õ ∈ 0V�Ω�. Therefore, 

we approximate the problem (1.1) by equations of the form 

×xØ�1Õ� + �|xØ�1Õ�|")�xØ�1Õ� − `Ò� ��xØ�1Õ�, ∇1Õ� = 6Õ in Ω,−��xØ�1Õ�, ∇1Õ�. � = 2ÕY�, xØ�1Õ�[ + ¼xØY¶�1Õ�[ on 
Ω  

Where s ≥ ‖6Õ‖V + 1  satisfies  ·¸�y,��¹�y� · < ¼ , with Ù > maxrs, ¶�s�t. 

Here for every � ∈ ℕ∗, 2Õ��, . �  is the Yosida 

approximation of 2��, . �, i.e. 

2Õ��, . � = � Ûe − ±e + 1� 2��, . �³Ü)�
 

Consider the operator bc,Õ: 7�,"�Ω� ⟶ u7�,"�Ω�w∗ 

defined by: 

Ýbc,Õ1Õ, ÁÞ = _ xØ�1Õ�Á`� + � _ |xØ�1Õ�|")�xØ�1Õ�Á`� + _ ��xØ�1Õ�, ∇1Õ�. ∇Á`�999 + _ 2ÕY. , xØ�1Õ�[Á`� + ¼ _ xØY¶�1Õ�[Á`�,«9«9
 

for all Á ∈ 7�,"�Ω�. Here, 〈. , . 〉 denotes the duality pairing 

between 7�,"�Ω� and u7�,"�Ω�w∗. We have the following 

results. 

Lemma 1. (see [22], Lemma 3.1) The operator Aà,á is 

bounded, coercive and verifies the (M)-property. 

Lemma 2. (cf. [23]) Let X be a reflexive Banach space and A ∶  X ⟶  X’ an operator such that 

(i) A is bounded, 

(ii) A is coercive, 

(iii) A is of the type (M), 

then A is surjective. 

By Lemma 2, the operator bc,Õ is surjective. So, for all 6Õ ∈ u7�,"�Ω�w∗ there exists 1Õ ∈ 7�,"�Ω� such that for all 

Á ∈ 7�,"�Ω� Ýbc,Õ1Õ − 6Õ , 1Õ − ÁÞ ≤ 0          (12) 

Taking Á = 1Õ − jæ%�1Õ� as a test function in (12), where jæ%�. � is an approximation of -Òq��%�. � defined as follow 

jæ%��� = ç 1 if  � > è1è � if 0 < � < è0 if � < 0,  

and using hypothesis ��2�, we obtain 

� xØ�1Õ�jæ%�1Õ − s�`� + � � |1Õ|")�1Õ99 jæ%�1Õ − s�`� + �æ � ��xØ�1Õ�, 0�. ∇1Õ`�ryÇÅéÇy%æt≤ � jæ%�1Õ − s�`6Õ − ¼ � xØY¶�1Õ�[Ä99 jæ%�1Õ − s�`� − � 2ÕY. , xØ�1Õ�[jæ%�1Õ − s�`�.Ä9              (13) 

Note that, since Ù >  s and by Green formula, we have 

limæ→� inf 1è _ ��xØ�1Õ�, 0�. ∇1Õ`�ryÇÅéÇy%æt ≥ −|��s, 0�| _ `�«9∩rÅéÑyt
≥ −|��s, 0�| _ xØY¶�1Õ�[xØY¶�s�[ `�«9∩rÅéÑyt ≥ −|��s, 0�|xØY¶�s�[ _ xØY¶�1Õ�[`�«9∩rÅéÑyt≥ −¼ _ xØY¶�1Õ�[`�.«9∩rÅéÑyt
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We also have � jæ%�1Õ − s�`6Õ = � <Yjæ%�1Õ − s�[`6Õ99 = Ý6Õ , <Yjæ%�1Õ − s�[ê= � xÕ�3�jæ%�1Õ − s�`� + � /Õ. ∇<Y�9jæ%�1Õ − s�[`�BC9
                          (14) 

By the Lebesgue dominated convergence theorem, we 

have for the first term of the right hand side of (14), limæ→� � xÕ�3�jæ%�1Õ − s�`� = � 3Õ`�rÅéÑyt9      (15) 

As |�9jæ%�1Õ − s�| ≤ 1  for all è > 0 , then we use the 

inequality ‖<���‖>?@,A�BC� ≤ D‖�‖>@,A�9�, ∀� ∈ 7�,"�Ω� 

to conclude that the sequence Í<Yjæ%�1Õ − s�[ÎæÑ�  is 

uniformly bounded in 7��,"�89�. We also have <Yjæ%�1Õ −s�[ ⟶ �rÅéÑyt a. e. in 89 as è ⟶ 0. We also have ∇<Yjæ%�1Õ − s�[ ⇀ 0 in �0"�89���. Finally, we get for 

the second term in the right hand side of (14), limæ→� � /Õ. ∇<Y�9jæ%�1Õ − s�[`� = 0BC      (16) 

Passing to the limit in (13) with è ⟶ 0, taking account 

(15)-(16) and have in mind that 2ÕY. , xØ�1Õ�[  and |1Õ|")�1Õ are nonnegative in r1Õ > st, we get 

_ xØ�1Õ�`� ≤ _ 3Õ`� + ¼ _ xØY¶�1Õ�[`�«9∩rÅéÑyt 	rÅéÑyt 	rÅéÑyt −¼_ xØY¶(1Õ)[`�«9∩rÅéÑyt≤ _ 3Õ`�.rÅéÑyt

 

Then 

_ YxØ(1Õ) − xØ(s)[`� ≤ _ Y3Õ − xØ(s)[`�	rÅéÑyt 	rÅéÑyt  

As Ù > s  then xØ(s) = s . Thus, as s ≥ ‖3Õ‖V + 1 we 

have 

_ Y3Õ − xØ�s�[`� = _ �3Õ − s�`� ≤ 0rÅéÑyt 	rÅéÑyt  

From inequality above, we get 

_ YxØ(1Õ) − xØ(s)[%`� ≤ 0, ∀Ù > s	rÅéÑyt  

and then xØ(1Õ) ≤ s a. e. in r1Õ > st. We conclude that 

1Õ ≤ s	�.  . Ò�	Ω. 

Similarly, we prove that 

1Õ ≥ −s	�.  . Ò�	Ω. 

Consequently, ‖1Õ‖V ≤ +,                (17) 

where +	is a constant depending on 6. 

Taking Á	 = 	0 as a test function in (12), we get after 

using (�2) 
� xØ(1Õ)1Õ`� + � � |1Õ|"`� + �� � |∇1Õ|"`�9 + � �(xØ(1Õ), 0). ∇1Õ`�999 +� 2ÕY. , xØ(1Õ)[1Õ`� + ¼ � xØY¶(1Õ)[1Õ`�«9Ä9 ≤ � 1Õ`6Õ9 .                (18) 

By Gauss-Green formula, the hypothesis (�3	) and (17), 

we deduce that 

ì� �(xØ(1Õ), 0). ∇1Õ9 ì ≤ +. 

As Ã, 2� and xÙ	 ∘ ¶ are nondecreasing then, according 

to Young inequality, we get from (18): 

�� � |∇1Õ|"`�9 ≤ ì� �(xØ(1Õ), 0). ∇1Õ`�9 ì + � 1Õ`6Õ9≤ + + +(6, Ω)‖1Õ‖V    (19) 

From (17) and (19), it follows that �1Õ�Õ is uniformly 

bounded in 7�,"�Ω�. Hence, there exists a subsequence still 

denoted �1Õ�Õ , such that 1Õ ⟶ 1	weakly	in	7�,"(Ω)	as	� ⟶ +∞ . By 

Rellich-Kondrachov theorem, 1Õ ⟶ 1	in	0"(Ω)  and (1Õ) ⟶ l(1)	in	0"(∂Ω)  as	� ⟶ +∞ . Then xØY¶(1Õ)[ ⟶

¶(1)	on	 ∂Ω.	We may also assume that 1Õ ⟶ 1	a. e. in Ω. 

Therefore, by (17), ‖1‖V ≤ +�6, Ω� 

We have ì2ÕY. , xØ�1Õ�[ì ≤ 2Õ�. , Ù�, so 

� ì2ÕY. , xØ�1Õ�[ì`� ≤ +«9            (20) 

Thus, passing to a subsequence if necessary, we have 2ÕY. , xØ�1Õ�[ ⇀ ¡ weakly in ℳF�∂Ω� as	� ⟶ +∞. 

Note that for all � > 6 > 0 , we have for a. e. � ∈∂Ω, |2Õ(�, �)| ≥ |2ñ(�, �)|, ∀� ∈ ℝ . Thus from (20), ò ì2ñY. , xØ(1Õ)[ì ≤ +.Ä9  Passing to the limit with � ⟶ +∞, 

we get ò ì2ñY. , xØ(1)[ì ≤ +.Ä9  As 6 ⟶ +∞ , we obtain ò ì2�Y. , xØ(1)[ì ≤ +.Ä9  Here 2�(. , �) is the main section of 
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2�. , ��. 

Next, thanks to (17), (19) and hypothesis ��#�, we have � |��1Õ, ∇1Õ�|"Z`� ≤ +9            (21) 

From (21), it follows that Y��1Õ, ∇1Õ�[Õ  is uniformly 

bounded in Y0"Z�Ω�[�
. After passing to a suize subsequence, 

we can assume that ��1Õ, ∇1Õ� ⇀ �  weakly in 

Y0"Z�Ω�[� . as	� ⟶ +∞ . The aim is to show, via a 

pseudo-monotonicity argument that div	(�(1, ∇1)) = div	�. 

To this end, we must show that 

lim	supÕ⟶%V � �(1Õ, ∇1Õ). ∇(1Õ − 1) = 09    (22) 

Taking Á = 1Õ − (1Õ − 1)% as a test function in (12), we 

get 

� �(1Õ, ∇1Õ). ∇(1Õ − 1)% ≤ � (1Õ − 1)%`6Õ − � 1Õ(1Õ − 1)%`�999 −�� |1Õ|")�1Õ(1Õ − 1)%`� − � 2Õ(. , 1Õ)(1Õ − 1)%`�Ä99 −¼ � xØY¶(1Õ)[(1Õ − 1)%`�.«9
                        (23) 

We have 2Õ(. , 1Õ) = 2Õ(. , 1Õ%) + 2Õ(. , −1Õ)) and 2Õ(. , 1Õ%)(1Õ − 1)% ≥ 0. Then, from inequality (23) we deduce 

� �(1Õ, ∇1Õ). ∇(1Õ − 1)% ≤ � (1Õ − 1)%`6Õ − � 1Õ(1Õ − 1)%`�999 −�� |1Õ|")�1Õ(1Õ − 1)%`� − � 2Õ(. , −1Õ))(1Õ − 1)%`�Ä99 −¼ � xØY¶(1Õ)[(1Õ − 1)%`�.«9
                       (24) 

Having in mind that (1Õ)Õ  is uniformly bounded in 0V(∂Ω),  we have ‖�1Õ − 1�%‖V ≤ +  and �1Õ − 1�% ⟶ 0 

a. e., as � ⟶ +∞. 

Next, observe that 2Õ�. , −1Õ)� ≥ 2Õ�. , −1)� ≥2��. , −1)�	on	r1Õ ≥ 1t.  As |2�(. , −1))| ∈ 0�(∂Ω),  by 

Lebesgue dominated convergence theorem, it follows that � 2Õ(. , −1Õ))Ä9 (1Õ − 1)% ⟶ 0, as ⟶+∞. Moreover 

� (1Õ − 1)%`6Õ = � <((1Õ − 1)%)`6Õ99 = ó6Õ, <((1Õ − 1)%)Þ= � xÕ(3)(1Õ − 1)%`� + � /Õ. ∇<(�9(1Õ − 1)%)`�BC9
  (25) 

By the Lebesgue dominated convergence theorem, we 

have for the first term of the right hand side of (25), 

limÕ→%V � xÕ(3)(1Õ − 1)%`� = 09        (26) 

As |�9(1Õ − 1)%| ≤ +(6, Ω) for all � > 0, then we use 

the inequality ‖<���‖>?@,A�BC� ≤ D‖�‖>@,A�9�, ∀� ∈ 7�,"�Ω� 

to conclude that the sequence �<�1Õ − 1�%�ÕÑ� is uniformly 

bounded in 7��,"�89�. We also have <�1Õ − 1�% ⟶ 0 a. e. 

in 89  as � ⟶ +∞ . Then, ∇<�1Õ − 1�% ⇀ 0  in �0"�89���. 

Finally, we get for the second term in the right hand side of 

(25), limÕ→%V � /Õ. ∇<��9�1Õ − 1�%�`� = 0BC        (27) 

The inequality 

lim	supÕ⟶%V _�(1Õ, ∇1Õ). ∇(−(1Õ − 1))) ≤ 0	9  

follows similarly. Hence 

lim	supÕ⟶%V _�(1Õ, ∇1Õ). ∇(1Õ − 1) ≤ 0	9  

and (22) follows from the monotonicity of �. 

Now, let Á ∈ +�(ℝ�) and f ∈ ℝ∗. Using the hypothesis (�1	), the Lebesgue dominated convergence theorem and the 

relation (22), we get 

f limÕ⟶%V_ô�(1Õ, ∇1Õ) − �Y1, ∇(1 − fÁ)[õ. ∇Á`�9≥ lim	supÕ⟶%V _�Y1, ∇(1 − fÁ)[. ∇(1Õ − 1)`�9 = 0.
 

Dividing the quantity f limÕ⟶%V ò ô�(1Õ, ∇1Õ) −9�Y1, ∇(1 − fÁ)[õ. ∇Á`�  by f > 0  and by f < 0 

successively, and passing to limit with f ⟶ 0, we get 

limÕ⟶%V_�(1Õ, ∇1Õ). ∇Á`�9 = limö⟶�_�Y1, ∇(1 − fÁ)[. ∇Á`�9= _�(1, ∇1). ∇Á`�,9
 

i.e. �(1Õ, ∇1Õ) ⇀ �(1, ∇1) weakly in Y0"Z(Ω)[�. Hence div	(�(1, ∇1)) = div	�. 
Up to now, we have shown that for all Á ∈ +�(ℝ�), 

passing to the limit in (12) with � ⟶ +∞, we get 

_ �(1, ∇1). ∇(1 − Á)`� + ¼ _ ¶(1)(1 − Á)`�«99≤ _(1 − Á)`6 − _ 1(1 − Á)`� − _ Y1� − ÁÂ[`¡.«999
 

By density, the last inequality remains true for all Á ∈7�,"(Ω) ∩ 0V(Ω). Then, we can conclude that 

� �(1, ∇1). ∇Á`� + ¼ � ¶(1)Á`�«99 = � Á`6 −9� 1Á`� − � ÁÂ`¡«99              (28) 

for all Á ∈ 7�,"(Ω) ∩ 0V(Ω). 
Finally, as Sbihi and Wittbold [22], we characterize the 

measure μ by proving that 
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÷��� ≥ ÷�1� + ó¡, � − 1Þ, ∀� ∈ +�
Ω�     (29) 

Since ¡ ∈ ℳF"�
Ω�, one can say that the inequality (29) 

holds for � ∈ 7 @Am,"�
Ω� ∩ 0V�
Ω� and thus we deduce that ¡ ∈ 
÷�1�. 

To conclude the proof of ii), we prove, using the fact that ¡ ∈ 
÷�1�  and same technics used by Bouchitté ([13], 

Proposition 20) that the measure ¡ satisfies ¡¢��� ∈ 
¦Y�, 1���[ + 
eu½¾�¿�,½À�¿�w�1����	a. e. � ∈ 
Ω 

1� = ~%	¡£% − �.  . ��	
Ω, 1� = ~)	¡£) − �.  . ��	
Ω, 
iii) We show that �(bc)  is dense in 0�(Ω)  i.e. �(bc)��������‖.‖@ = 0��Ω�. 
We have ��bc� ⊂ 0V�Ω� ⊂ 0��Ω� (since Ω	is bounded). 

Therefore �(bc)��������‖.‖@ ⊂ 0��Ω�.  Conversly, let's show that 0��Ω� ⊂ ��bc���������‖.‖@ . To this end, it suffices to prove that 0V�Ω� ⊂ ��bc���������‖.‖@  (since 0V�Ω�  is dense in 0��Ω� ). Let f > 0 . Given 6 ∈ EF"�Ω� ∩ 0V�Ω�,  if we set 1ö ≔�e + fbc�)�6, then	 ±1ö , �ö (6 − 1ö)³ ∈ bc .  So, taking Á = 0 as a test function in the definition of the operator bc, 

we get 

� �(1ö , ∇1ö). ∇1ö`� + ¼ � ¶(1ö)1ö`�«99≤ �ö � 1ö`6 − �ö � |1ö|�`� − � 1�öÄ999 `¡ö .      (30) 

Using assumption (H2), we deduce from inequality (30) 

that 

��‖∇1ö‖"" ≤ �ö � 1ö`6 − ¼ � ¶�1ö�1ö`�«99− � 1�ö`¡ö −«9 � ��1ö , 0�. ∇1ö`�.9      (31) 

Using the hypothesis ��3� , the monotonicity of ¶ , 

properties of μ and the 0∞−estimate on, we get from (31) 

��‖∇1ö‖"" ≤ �ö +Z + +               (32) 

Using the assumption (H3), Hölder inequality and (32), we 

get 

limö→� f _ |��1ö , ∇1ö�| = 09  

On the other hand, if Á ∈ ��Ω�,  taking 1f + Á  and 1f − Á as test functions in the definition of the operator bc , 
we get after adding both inequalities f � ��1ö , ∇1ö�. ∇Á`� + f¼ � ¶�1ö�Á`�«99 = � Á`6 −9� 1öÁ`� − f � ÁÂ`¡ö«99              (33) 

Passing to the limit as f	 ⟶ 	0 in inequality (33), we get 

limö→�� 1öÁ`� = � Á`6, ∀Á ∈ ](Ω)99      (34) 

Since (1ö)ö  is bounded in 0V(Ω)  there exists a 

subsequence Y1öø[­  such that 1öø ⇀ 1  weakly in 0"(Ω) . 

Therefore, using (34), we get 1 = 6. As (1ö)ö is bounded in 

0V(Ω) , we have ‖1f‖"" ≤ +.  By Lebesgue dominated 

convergence theorem, 1ö ⟶ 6 in 0"�Ω�. As a consequence, 6 ∈ ��bc���������‖.‖@. This achieves the proof of Theorem 1. 

4. Entropy Solution 

Before introducing the notion of entropy solutions for the 

problem (1), we define the following spaces similar to that 

introduced in [3, 7]. We note 

ù�,"�Ω� ≔ �1: Ω ⟶ ℝ	measurable; 	xy(1)∈ 7�,"(Ω)	for	all	s > 0 � 
Bénilan et al [7] proved that for 1 ∈ ù�,"(Ω) there exists 

a unique measurable function µ:Ω ⟶ ℝ	such	that	�xy(1) = µ�r|ú|Çyt∀s > 0.  This 

function µ will be denoted by �1. Denote by ùû¢1, j(Ω) 
the subset of ù�,"(Ω) consisting of the function that can be 

approximated by functions of 7�,"(Ω)  in the following 

sense: a function 1 ∈ ù�,"(Ω) belongs to ùû¢�,"(Ω) if there 

exists a sequence (1c)c ∈ 7�,"(Ω) such that: 

1c ⟶ 1	a. e. in	Ω; 
�xy(1c) ⇀ �xy(1)	weakly	in	0�(Ω)	for	any	s > 0; 

There exists a measurable function �: 
Ω ⟶ ℝ such that Íl(1c)Îc  converges a. e. in 
Ω to �. The function � is 

called the trace of 1, denoted l(1) or 1. 

Following Sbihi and Wittbold [22], we define an entropy 

solution of (1) as follows. 

Definition 1. For 6 ∈ EFj(Ω), a function 1 ∈ ùû¢�,"(Ω) is 

an entropy solution for problem (1) if 1 ∈ 0�(Ω) and there 

exists a measure ¡ ∈ ℳF"(
Ω) with 

¡¢(�) ∈ 
¦Y�, 1(�)[ + 
eu½¾(¿),½À(¿)w(1(�))	a. e. � ∈ 
Ω (35) 

such that for all Á ∈ 	7�,"(Ω) ∩ 0V(Ω) 
� �(1, ∇1). ∇xy(1 − Á)`� ≤ −� 1xy(1 − Á)`� +99� xy(1 − Á)`6 − � xyY1� − ÁÂ[`¡,«99 1� = ~%	¡£% −�.  . ��	
Ω, 1� = ~)	¡£) − �.  . ��	
Ω.     (36) 

We define an operator h by the rule: 

(1, 6 − 1)
∈ h	if	and	only	if	 × 6 ∈ EFj(Ω)	and1	is	an	entropy	solution	of	problem	(1). 

In the following, we use the notation bü,­  (resp. ¶ü,­ ) 

instead of bc  (resp. ¼¶ ), where ¶ü,­(1) = �ü¶(1%) −�­¶(1)),�, � ∈ ℕ∗. 
Theorem 2. The operator h is � −accretive with dense 

domaine in 0�(Ω) and 

h = lim		inf	ü,­→%V bü,­ 
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where lim		inf	ü,­→%V bü,­ is the operator defined by 

(�, �) ∈ lim		inf	ü,­→%V bü,­ 

⟺ | ∀�, � > 0, Y�ü,­ , �ü,­[ ∈ bü,­	and(�, �) = lim		inf	ü,­→%VY�ü,­, �ü,­[	in	ý × ý, 
where ý denotes a Banach space. 

Proof. We divide the proof into six steps. 

Step 1: A priori estimates 

Let 6 ∈ EF"(Ω). Since 6 is diffuse, recall that 6 = 3 −div	(/)	in	]Z(89)	with	3 ∈ 0�(89)  and / ∈ Y0"Z(89)[� 

where (89)  is the open bounded subset of ℝ�  which 

extend Ω  via the operator <.  We approximate 3  by 3ü,­ = (3 ∧ �) ∨ (−�) ∈ 0V(Ω)  nondecreasing in � , 

nonincreasing in �.  Note that �3ü,­�� ≤ ‖3‖�.  Let 

Y/ü,­[ü,­Ö� ⊂ +�V�89�  be a sequence such that /ü,­ → / 

strongly in �0"m�89���, as �, � ⟶ +∞. For any �, � ≥ 1 

we set /Âü,­ = �9/ü,­	 and 6ü,­ = 3ü,­ − div	Y/Âü,­[ . For 

any �, � ≥ 1 , one has 6ü,­ ∈ EF"�Ω�, 6ü,­ ⇀ 6	in	ℳF�89�	and	6ü,­ ∈ 0V�Ω� . 

Furthermore, for any s > 0 and any � ∈ ù�,"�Ω� 
�_xy���`6ü,­9

� ≤ s+�6, Ω� 
By Theorem 1, 6ü,­ ∈ dYe + bü,­[  and there exists 

1ü,­ ∈ 7�,"�Ω� ∩ 0V�Ω�  and a measure ¡ü,­ ∈ ℳF"�
Ω� 
satisfying 

Y¡ü,­[¢��� ∈ 
¦ Í�, 1ü,­���Î 
+
eu½¾�¿�,½À�¿�wY1ü,­���[	a. e. � ∈ 
Ω, 

such that for all Á ∈ 7�,"�Ω� ∩ 0V�Ω�, 

� �Y1ü,­, ∇1ü,­[. ∇Y1ü,­ − Á[`� + � ¶ü,­Y1ü,­[Y1ü,­ − Á[`�Ä99≤ � Y1ü,­ − Á[`6ü,­9 − � 1ü,­Y1ü,­ − Á[`� − � Y1�ü,­ − ÁÂ[Ä99 `¡ü,­                     (37) 

and	1�ü,­± = ~±	Y¡ü,­[£±	a. e. on	
Ω. 
In the following, let s > 0 be fixed. Using Á = 1ü,­ − xyY1ü,­[ as a test function in (37) and applying hypothesis ����, 

we obtain 

�� � ì∇xyY1ü,­[ì"`� + �
ü � xyY1ü,­[¶Y1ü,­% [`� − �

­ � xyY1ü,­[¶Y1ü,­) [`�Ä9Ä99
≤ � xyY1ü,­[`6ü,­ − � xyY1ü,­[1ü,­`�99−� xyY1�ü,­[`¡ü,­Ä9 − � �Y1ü,­, 0[.9 ∇xyY1ü,­[`�.

                 (38) 

By Gauss-Green Formula and hypothesis ��#�, we have 

ì� �Y1ü,­, 0[.9 ∇xyY1ü,­[`�ì ≤ +      (39) 

where + is a constant depending on s. Then, from inequality 

(38), according to the monotonicity of ¶, we conclude 

�� � ì∇xyY1ü,­[ì"9 `� ≤ +             (40) 

Thus ÍxyY1ü,­[Îü,­  is a bounded subset of 7�,"�Ω� . 

Hence, after passing to a suitable subsequence if necessary, 

ÍxyY1ü,­[Îü,­  is weakly convergent in 7�,"�Ω� . Then, 

xyY1ü,­[ ⟶ �y  in 0"�Ω�  as �, � → ∞ . We may also 

assume that xyY1ü,­[ ⇀ qy in Y0"�Ω�[� as �, � → ∞. 

Now, we must prove the convergence almost everywhere of 

1ü,­ . As bü,­  is x −accretive in 0�(Ω) , we have for all 

� ≥ �′, 
_Y1üm,­ − 1ü,­[%`� ≤ _Y3üm,­ − 3ü,­[%`�.99

 

As Y3ü,­[ is nondecreasing in � and nonincreasing in �, 

we deduce that Y1ü,­[ü is nondecreasing and Y1ü,­[­ is 

nonincreasing. Since Y1ü,­[ü,­ is uniformly bounded then 

we deduce that 

1ü,­ ↑ 1­	when	� ⟶ +∞	and	1­ ↓ 1	as	� ⟶ +∞. 
By applying Lebesgue dominated convergence theorem, 

we get 

1ü,­ ↑ü 	 1­ ↓­ 	1, 1ü,­ ↓­ 	 1ü ↑ü 	1	in	0��Ω�     (41) 

Therefore, from (41) we get the convergence of Y1ü,­[ü,­ 

to 1 in 0��Ω� and also the convergence almost everywhere 

on Ω.  Then, we conclude that �s	 = 	xs	�1�  and 	= 

�xs	�1� . Therefore, xs	�1� 	∈ 	7	1, j	�Ω�  for all s > 0 . 

Consequently, 1 ∈ ù�,"�Ω�. 
Finally, we show exactly as Andreu et al [3], that (τ (um, 

n)) m, n converge a. e. on 
Ω and then 1 ∈ ùû¢�,"�Ω�. 
Step 2: Existence of the measure ¡ 

It remains to show the existence of a measure ¡ ∈ℳF"�
Ω�  such that ¡ü,­ ⟶ ¡  strongly in ℳF"�
Ω� . Let 

1ü,­Õ  be a solution of the problem 
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� �Y1ü,­Õ , ∇1ü,­Õ [. ∇�`� + �
ü � ¶Y1ü,­Õ,% [�`� − �

­ � ¶Y1ü,­Õ,) [�`�Ä9Ä99
= � �`6ü,­ − � 1ü,­Õ9 �`� − � 2ÕY. , 1ü,­Õ [�`�.Ä99

                      (42) 

for all � ∈ 7�,"�Ω� ∩ 0V�Ω�. 
We know from Theorem 1 that �2ÕY. , 1ü,­Õ [�1  is 

uniformly bounded by a constant + independent of �, thus 

2ÕY. , 1ü,­Õ [ ⇀ ¡ü,­	in	ℳF�
Ω� as � ⟶ 0. Therefore 

�¡ü,­�ℳ��«9� ≤ lim	infÕ→� �2ÕY. , 1ü,­Õ [�ℳ��«9� ≤ + 

and we deduce, after extracting a subsequence if necessary 

that ¡ü,­ ⇀ ¡ weakly in ℳF�
Ω� as �, � → ∞. In order to 

prove the strong convergence of ¡ü,­, we use the following 

comparison result. 

Lemma 3. (see [22], Lemma 4.1) Assume that �	 ≥
�, �� ≥ �  and 6ü,­, 6ü	 ,­ ∈ 0V�Ω� . Let 1ü,­Õ , 1ü	 ,­Õ  be the 

weak solutions which satisfy (42). Then 

1ü,­�Õ ≤ 1ü,­Õ ≤ 1ü	 ,­Õ 	a. e. in	Ω 

and 

2ÕY. , 1ü,­�Õ [ ≤ 2ÕY. , 1ü,­Õ [ ≤ 2ÕY. , 1ü	 ,­Õ [	a. e. in	
Ω 

Note that the result of Lemma 3 remains true for the 

positive and negative parts, i.e. 

±2ÕY. , 1ü,­�Õ [± ≤ ±2ÕY. , 1ü,­Õ [± ≤ ±2ÕY. , 1ü	 ,­Õ [± 

Thus, by the previous result of convergence, we have 

±¡ü,­�± ≤ ±¡ü,­± ≤ ±¡ü	 ,­±  

which is equivalent to say that the regular and the singular 

parts verify this comparison result. From this, we deduce that 

¡ü,­% ↑ü ¡­%	in	ℳF�
Ω�	as	� ⟶ +∞ 

Note that we get the same results for the negative parts and 

this concludes the proof of Step 2. 

Step 3: The pseudo-monotonicity argument. 

We recall that 1ü,­  satisfies, for all � ∈ 7�,"�Ω� ∩0V�Ω� 

� �Y1ü,­ , ∇1ü,­[. ∇�`� + �
ü � ¶Y1ü,­% [�`� − �

­ � ¶Y1ü,­) [�`�Ä9Ä99
= � �`6ü,­ − � 1ü,­9 �`� − � 2ÕY. , 1ü,­[�`�.Ä99

                      (43) 

Since ÍxyY1ü,­[Îü,­ is bounded in 7�,"�Ω� then, thanks 

to the growth assumption ��#�, there exists a vector fields 

�y ∈ Y0"Z�Ω�[�  such that � ÍxyY1ü,­[, ∇xyY1ü,­[Î ⇀ �y 

weakly in Y0"Z(Ω)[�  as �, � → +∞ , for all s ∈ ℕ∗ . We 

prove as Sbihi and Wittbold ([22], Theorem 4.1), via a 

pseudo-monotonicity argument, that 

div	�y = div	�Yxy�1�, ∇xy�1�[	in	]′�Ω� 
Step 4: Passage to the limit in Equation (43). 

Taking � = �Y1ü,­ − Á[ as a test function in (42), where 

� ∈ � =rj ∈ +��ℝ); j(0) = 0, 0 ≤ jZ ≤
1, -upp(jZ)is	compactt, Á ∈ 7�,"�Ω� ∩ 0V�Ω� and define 

Ù = ‖Á‖V +maxr|»|, » ∈ supp��′�t 
As Sbihi and Wittbold ([22], Theorem 4.1), we have for the 

first integral in (42) 

limü,­→V � �Y1ü,­, ∇1ü,­[. ∇�Y1ü,­ − Á[`� ≥9� ��1, ∇1�. ∇��1 − Á�`�9              (44) 

By Lebesgue dominated convergence theorem, we get 

limü,­→V� 1ü,­�Y1ü,­ − Á[`� = � 1��1 − Á�`�99     (45) 

Now we note that 

� �Y1ü,­ − Á[`6ü,­ = � < Í�Y1ü,­ −Á[Î`6ü,­99
= Ï6ü,­, < Í�Y1ü,­ −Á[ÎÐ

= � 3ü,­�Y1ü,­ − Á[`� + � /ü,­ . ∇< Í�9�Y1ü,­ − Á[Î`�BC9

                      (46) 

 

By the Lebesgue dominated convergence theorem, we 

have for the first term of the right hand side of (46), 

limü,­→V� 3ü,­�Y1ü,­ − Á[`� = � 3��1 − Á�`�99    (47) 

As ì�9�Y1ü,­ − Á[ì ≤ +  for all �, � ≥ 1, then we use 

the inequality 

‖<���‖>?@,A�BC� ≤ D‖�‖>@,A�9�, ∀� ∈ 7�,"�Ω� 

to conclude that the sequence Í<Y��1ü,­ − Á�[Îü,­Ö�  is 

uniformly bounded in 7��,"�89� . We also have 

< Í�9�Y1ü,­ − Á[Î ⟶ ��1 − Á� a. e. in 89  as �, � ⟶
+∞ . Then, ∇< Í�9�Y1ü,­ − Á[Î ⇀ ∇��1 − Á�  in 

�0"�89���. 

Finally, we get for the second term in the right hand side of 

(46), 
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limü,­→V� /ü,­. ∇< Í�9�Y1ü,­ − Á[Î `� = � /. ∇<Y�9�(1 − Á)[`�BCBC                       (48) 

Using (47) and (48), we get from (46), 

limü,­→V_�Y1ü,­ − Á[`6ü,­9
= _ 3�(1 − Á)`� +_ /. ∇<Y�9�(1 − Á)[`�BC

	
9

= _ 3<Y�9��1 − Á�[`� + _ /. ∇<Y�9��1 − Á�[`�BC
	

BC= Ý6, <Y�9��1 − Á�[ê
 

= � <Y�9��1 − Á�[`6BC= � ��1 − Á�`6	9
                                     (49) 

We also note that 

_ ¶ü,­Y1ü,­[�Y1ü,­ − Á[`�«9
= _ ô¶ü,­Y1ü,­[ − ¶ü,­�Á�õ�Y1ü,­ − Á[`�«9

+_ ¶ü,­�Á��Y1ü,­ − Á[`�«9
= _ ô¶ü,­Y1ü,­[ − ¶ü,­�Á�õ�Y1ü,­ − Á[`�«9

+ 1�_ ¶�Á%��Y1ü,­ − Á[`�«9

 

−1�_ ¶�Á)��Y1ü,­ − Á[`�«9
. 

As the functions ¶�, � and � are nondecreasing, we get 

_ ô¶ü,­Y1ü,­[ − ¶ü,­�Á�õ�Y1ü,­ − Á[`�«9
≥ 0. 

On the other hand, as ¶, 1�, � and � are bounded, then 

limü,­→V
1
�_ ¶�Á%��Y1ü,­ − Á[`�«9

 

= 0	and	 limü,­→V
1
�_ ¶�Á)��Y1ü,­ − Á[`�«9

= 0. 
Therefore, 

limü,­→V� ¶ü,­Y1ü,­[�Y1ü,­ − Á[`�«9 ≥ 0     (50) 

To complete the proof, it remains to show that ¡ verifies ¡¢ ∈ 
¦�. , 1� + 
eu½¾,½Àw�1�  a.e. on 


Ω, 	1� = 	~%	¡£%	a. e. on	
Ω, 1� = 	~)	¡£)	a. e. on	
Ω and 

limü,­→V� �Y1�ü,­ − ÁÂ[`¡ü,­«9 = � �Y1� − ÁÂ[`¡«9    (51) 

We know from the proof of Theorem 1 (part ii)) that 

¡ü,­ ∈ 
¥Y1ü,­[, thus 

Y¡ü,­[¢��� ∈ 
¦ Í�, 1ü,­���Î 
+
eu½¾�¿�,½À�¿�wY1ü,­���[	a. e. � ∈ 
Ω. 

As 1ü,­ ⟶ 1	a. e. on	
Ω	 and �Y¡ü,­[¢ − ¡¢�
@�«9� ≤�¡ü,­ − ¡�ℳ��«9� ⟶ 0 as �, � ⟶ +∞, then 

¡¢��� ∈ 
¦Y�, 1���[ + 
eu½¾�¿�,½À�¿�w�1���� a.e. � ∈ 
Ω. 

On the other hand, we have 

1�ü,­ = ~%	Y¡ü,­[£%	a. e. on	
Ω, 1�ü,­ =~)	Y¡ü,­[£)	a. e. on	
Ω, which are equivalent to 

_ Y~% − 1�ü,­[`Y¡ü,­[£% = 0«9
 

and	_ Y~) − 1�ü,­[`Y¡ü,­[£) = 0«9
 

As 1 is bounded on 
Ω and Y¡ü,­[£ ⟶ ¡£ strongly on 

ℳF�
Ω� as �, � ⟶ +∞ then, by passing to the limit in the 

last both integrals according to Lebesgue dominated 

convergence theorem, we obtain 

_ �~% − 1��`¡£% = 0«9
	and	 _ �~) − 1��`¡£) = 0,«9

 

which are equivalent to 1� = ~±	¡£± a.e. on 
Ω. 
As 1ü,­ ⟶ 1  a.e. on 
Ω  and ¡ü,­ ⟶ ¡  weakly in ℳF�
Ω�  then, using Lebesgue dominated convergence 

theorem, we get (51). 

Finally, collecting together all the limits (44)-(45) and 

(49)-(51), we conclude that: 

_ ��1, ∇1�. ∇��1 − Á�`� + _ �Y1� − ÁÂ[`¡
«99

 

≤ _��1 − Á�`6
9

−_1��1 − Á�`�,
9

 

for all Á ∈ 7�,"�Ω� ∩ 0V�Ω�. 
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Taking � as an approximation of xy , we get the desired 

entropy inequality.Therefore, we have shown that, for all 

6 ∈ EF"�Ω� ∩ 0V�Ω�, Ye + bü,­[)�6  converges in 0��Ω�  to 

an entropy solution of the problem (1), hence 

lim	infü,­→V 	bü,­ ⊂ h. 
For the inverse inclusion we refer to the step below. 

Step 5: The accretivity of h 

To prove the accretivity of h , we show as Sbihi and 

Wittbold ([22], Theorem 4.1) and as in Theorem 1 of section 3, 

� |µ − �|`� ≤ � |3 − q|`�99 ,         (52) 

where 3, q ∈ 0��Ω� provide from the decomposition of the 

measures 6� = 3 − div	�/�� ∈ µ +hµ  and 6� = q −div	�/�� ∈ � +h�. 
Step 6: ��b� is dense in 01	�Ω� 
For this, we show that 0V�Ω� ⊂ ��h���������‖.‖@ . Let 1 ∈0V�Ω�. Consider 1ü,­ö  and 1ö , f > 0 such that 

1ü,­ö + fbü,­1ü,­ö ∋ 1	��`	1ö + fh1ö ∋ 1   (53) 

We know from Theorem 1 that �Ybü,­[  is dense in 0��Ω�, for all �, � ∈ ℕ∗, we have 

1ü,­ö ⟶ 1in	0��Ω�	as	f ⟶ 0. 
As Sbihi and Wittbold ([22], Theorem 4.1), we show that 

1ü,­ö ⟶ 1	in	0��Ω�	as	�, � ⟶ +∞. 
Then, we deduce 1 ∈ 	��h���������‖.‖@ . 

Corollary 1. Under the assumptions of Theorem 2, we have 

the existence and uniqueness of entropy solution u for the 

problem (1). 

5. Conclusion 

In this paper we proved existence and uniqueness of 

entropy solution for nonlinear elliptic problem with nonlinear 

boundary conditions of type graph and measure data. The 

main difficulty is that, when one uses the integration by parts 

formula in the variational approach, it appear at the boundary, 

for the part of the measure-data 6 which is in 7�,"�Ω�, a 

term which cannot vanish. In order to treat this difficulty, we 

consider a smooth domain Ω  in order to work with the 

space 7��,"�Ω�  and to going back later to the space 7�,"�Ω�. For uniqueness, we prove a comparison principle 

for entropy solutions by using the approximation method. 

Not that assumption ��*� , used to prove uniqueness of 

entropy solution is not optimal. In fact, it is sufficient to 

assume that � satisfies some Hölder type continuity and a 

certain growth restriction in �  instead (see [4]). In a 

forthcoming paper, we will study the same problem with 1 

replaced by Ã�1�  and with the same nonlinear boundary 

conditions and measure data. The case where Ã is continuous 

nondecreasing corresponds to the stationary problem 

associated with the elliptic-parabolic evolution problem 

arising as a model of fluid flow through porous media. In this 

type of problems, from the view point of applications, it is 

essential to study general nonlinear boundary conditions. The 

more general case where Ã is a multivalued monotone graph 

corresponds to a Stefan problem arising in applications in 

presence of phase transitions. 
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