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Abstract: Adhoc network is a collection of mobile nodes that dynamically form a temporary network and are capable of communicating with each other without the use of a network infrastructure. In manet nodes can change location and configure itself, the mobility of nodes causes continuous link breakage due to which frequent path failure occur and route discovery is required. The fundamental construction for a route discoveries is broadcasting in which the receiver node blindly rebroadcast the first received route request packet unless it has route to the destination. The routing overhead associated with route discovery is very high which leads to poor packet delivery ratio and a high delay to be victorious this type of routing overhead we are proposing the new technique using NCPR. To intended NCPR method is used to determine the rebroadcast order and obtain the more precise additional coverage ratio by sensing neighbor coverage knowledge. We can also define connectivity factor to provide node density adaptation. By combining the additional coverage ratio and connectivity factor, rebroadcast probability is determined. The approach can signify improvement in routing performance and decrease the routing overhead by decreasing the number of retransmission.

Keywords: Mobile Adhoc Networks, Neighbor Coverage Network Connectivity, Probabilistic Rebroadcast, Routing Overhead

1. Introduction

A manet is a type of network where topology changes randomly and no infrastructure is available for the network to establish an active connection. Mobile adhoc network consist of a collection of mobile nodes which can move freely. These nodes can be dynamically self-organized into arbitrary topology networks without a fixed infrastructure. One of the fundamental challenge of manet is the design of dynamic routing protocols with good performance and less overhead. Many routing protocols, such as adhoc on demand distance vector routing (AODV) [1] and dynamic source routing (DSR) [2] have been proposed, these protocol performance not constant, it is more ever variable due high mobility, network load and network size. Whereas AODV creates no extra traffic for communication along existing links. The adhoc on demand distance vector routing algorithm is a routing protocol designed for adhoc mobile networks. AODV is capable of both unicast and multicast routing. It is an on demand algorithm, meaning that it builds routes between nodes only as desired by source nodes. It maintains these routes as long as they are needed by the sources [19], the dynamic source routing (DSR), it is simple and efficient routing protocol designed specifically for use in multi hop wireless adhoc networks of mobile nodes. DSR allows the network to be completely self-organizing and self-configuring, without the need for any existing network infrastructure or administration. The above two protocols are on-demand routing protocols and they could improve the scalability of manet by limiting the routing overhead of routing protocols and reduce the packet delivery ratio and increasing the end to end delay [4].

Figure 1. Multi hop ad hoc network
The main announcement of this paper as:

- We propose a novel scheme to calculate the rebroadcast delay. The rebroadcast delay is to determine the forwarding order. The node which has more common neighbors with the previous node has the lower delay. If this node rebroadcast delay enables the information that the nodes have transmitted the packet spread to more neighbors.

- We also propose a novel scheme to calculate the rebroadcast probability, the scheme considers the information about the uncovered neighbors (UCN), connectivity metric and local node density to calculate the rebroadcast probability is composed of two parts: a) additional coverage ratio, which is the ratio of the number of nodes that should be covered by a single broadcast to the total number of neighbors. b) Connectivity factor which reflects the relationship of network connectivity and the number of neighbor of a given node.

1.1. Study the Paper Scope

Since limiting the number of rebroadcast can effectively optimize the broadcasting and the neighbor knowledge methods perform better than the area-based ones and the probability-based ones, then we propose a neighbor coverage based probability (NCPR).

1.2. Additional Coverage Ratio

In order to effectively exploit the neighbor coverage knowledge, we need a novel rebroadcast delay to determine the rebroadcast order and then we can obtain a more precise additional coverage ratio.

1.3. Connectivity Factor

In order to keep the network connectivity and reduce the redundant retransmissions, we need a metric named connectivity factor to determine how many neighbors should receive the RREQ packet.

2. Literature Review

Broadcasting is an effective mechanism for route discovery, but the routing overhead associated with the broadcasting can be quite large, especially in high dynamic networks [9]. Ni et al. [5] studied the broadcasting protocol analytically and experimentally, and showed that the rebroadcast is very costly and consumes too much network resource. The broadcasting incurs large routing overhead and causes many problems such as redundant retransmissions, contentions, and collisions [5]. Thus, optimizing the broadcasting.

In route discovery is an effective solution to improve the routing performance. Haas et al. [10] proposed a gossip-based approach, where each node forwards a packet with a probability. They showed that gossip-based approach can save up to 35 percent overhead compared to the flooding. However, when the network density is high or the traffic load is heavy, the improvement of the gossip-based approach is limited [9]. Kim et al. [8] proposed a probabilistic broadcasting scheme based on coverage area and neighbor confirmation. This scheme uses the coverage. Area to set the rebroadcast probability, and uses the neighbor confirmation to guarantee reach ability. Peng and Lu [11] proposed a neighbor knowledge scheme named Scalable Broadcast Algorithm (SBA). This scheme determines the rebroadcast of a packet according to the fact whether this rebroadcast would reach additional nodes. Abdulai et al. [12] proposed a Dynamic Probabilistic Route Discovery (DPR) scheme based on neighbor coverage. In this approach, each node determines the forwarding probability according to the number of its neighbors and the set of neighbors which are covered by the previous broadcast. This scheme only considers the coverage ratio by the previous node, and it does not consider the neighbors receiving the duplicate RREQ packet. Thus, there is a room of further optimization and extension for the DPR protocol.

Several robust protocols have been proposed in recent years besides the above optimization issues for broadcasting.

Chen et al. [13] proposed an AODV protocol with Directional Forward Routing (AODV-DRF) which takes the Directional forwarding used in geographic routing into AODV protocol. While a route breaks, this protocol can automatically find the next-hop node for packet forwarding.

Keshavarz-Haddad et al. [14] proposed two deterministic Timer-based broadcast schemes: Dynamic Reflector Broadcast (DRB) and Dynamic Connector-Connector Broadcast (DCCB). They pointed out that their schemes can achieve full reach ability over an idealistic lossless MAC layer, and for the situation of node failure and mobility, their schemes are robust. Stann et al. [15] proposed a Robust Broadcast Propagation (RBP) protocol to provide near-perfect reliability for flooding in wireless networks, and this protocol also has a good efficiency. They presented a new perspective for broadcasting: not to make a single broadcast more efficient but to make a single broadcast more reliable, which means by reducing the frequency of upper layer invoking flooding to improve the overall performance of flooding. In our protocol, we also set a deterministic rebroadcast delay, but the goal is to make the dissemination of neighbor knowledge much quicker.

3. Analysis of Problem

In mobile ad hoc network nodes are moving continuously due to node mobility in MANET frequent link breakages may lead to frequent path failures and route. They broadcast a route request (RREQ) packet to the network and the broadcasting induces excessive redundant retransmission of (RREQ) packet and causes the broadcast storm problem [5], which leads to a considerable number of packet collisions, especially in dense networks.

The broadcast storm problem:

A forwarding order approach to perform broadcast is by flooding a host, on receiving a broadcast packet for the first time, has the obligation to rebroadcast the packet. Since, this costs transmission in a MANET of n hosts.
• Redundancy: when a mobile host broadcasts a packet if many of its neighbors decide to rebroadcast a broadcast packet to its neighbor, all of its neighbor might already have heard the packet.
• Contention: After a mobile host broadcasts a packet if many of its neighbor decide to rebroadcast the packet, these transmission may severely contend with each other.

In flooding, a broadcast packet is forwarded by every node in the network exactly once. The broadcast packet is absolutely to be received by every node in the network providing there is no packet loss caused by collision in the MAC layer and there is no high speed movement of nodes during the broadcast process. Figure show a network with six nodes. when node v broadcast a packet all neighboring nodes u, w, x and y receive the packet due to the broadcast nature of wireless communication media. All neighbors will then forward the packet to each other. Apparently, the two transmissions from nodes u and x are unnecessary.

3.1. Proposed Work

To calculate the rebroadcast delay and rebroadcast probability of the proposed protocol, using the upstream coverage ratio of an RREQ packet received from the previous node to calculate the rebroadcast delay and use the additional coverage ratio of the RREQ packet and the connectivity factor to calculate rebroadcast probability in our protocol, which requires that each node needs its 1-hop neighbor information.

3.2. Uncovered Neighbor Set And Rebroadcast Delay

The node receives the RREQ packet from its earlier node s, to use the neighbor list in the RREQ packet to estimate how many its neighbors have been not covered by the RREQ packet from s. the node ni has more neighbor not covered by the RREQ packet from the source and the RREQ packet can reach more additional neighbor nodes when node ni rebroadcast the RREQ packet. To quantify of the uncovered neighbor (UCN) set u (ni) of node.

\[ U (ni) = N (ni) - [N (ni) \cap N(s)] - \{s\} \]  \hspace{1cm} (1)

The rebroadcast delay \( Td (Ni) \) of node Ni.

\[ Tp (ni) = 1-|N(s)\cap N(ni)|/|N(s)| \]

\[ Td(Ni) = \text{max delay} \ast Tp(ni) \]  \hspace{1cm} (2)

3.3. Neighbor Knowledge and Rebroadcast Probability

The node which has a larger rebroadcast delay may listen to RREQ packets from the nodes which have lower one. For example if node ni receives a duplicate RREQ packet from its neighbor nj, it knows that how many its neighbors have been covered by the RREQ packet from nj thus node ni could further adjust its UCN set according to the neighbor list in the RREQ packet from nj.

\[ U(Ni) = u(ni) - [u(ni)\cap n(nj)] \]  \hspace{1cm} (3)

Now we study how to use the final UCN set to set the rebroadcast probability.

\[ Ra (ni) = |U(ni)|/|N(ni)| \]  \hspace{1cm} (4)

\[ Fc (ni) = Nc/|N(ni)| \]  \hspace{1cm} (5)

\[ Nc=5.1774 \log n \] , the \( n \) is the number of nodes in the network \|N(ni)\| > Nc, fc(ni)<1 in the dense area of the network. \|N(ni)\| < Nc, fc(ni)>1 in the sparse area of the network, then node ni should forward the RREQ packet in order to approach network connectivity. combining the additional coverage ratio and connectivity factor, to obtain the rebroadcast probability \( \text{pre(ni)} \) of node ni:

\[ \text{Pre(ni)} = f(c(ni)).ra(ni) \]  \hspace{1cm} (6)

Where , if the \( \text{pre(ni)} \) is >1 , to set the \( \text{pre(ni)} \) to 1.

Algorithm description:
The formal description of the Neighbor Coverage-based Probabilistic Rebroadcast for reducing routing overhead in route discovery is shown in Algorithm 1.

Algorithm 1. NCPR

Definitions:

RREQ v: RREQ packet received from node v.

Rv.id: the unique identifier (id) of RREQ v.

N(u): Neighbor set of node u.

U(u, x): Uncovered neighbors set of node u for RREQ whose id is x.

Timer(u, x): Timer of node u for RREQ packet whose id is x.

{Note that, in the actual implementation of NCPR protocol, every different RREQ needs a UCN set and a Timer.}  
1: if ni receives a new RREQs from s then
2: {Compute initial uncovered neighbors set U(ni,Rs,id):}
3: U(ni,Rs,id) = N(ni) – [N(ni) \cap N(s)] - \{s\}  
4: {Compute the rebroadcast delay Td(ni):}
5: Tp(ni) = 1-|N(s)\cap N(ni)|/|N(s)|  
6: Td(Ni) = \text{max delay} \ast Tp(ni)
7: Set a Timer(ni,Rs,id) according to Td(ni)
8: end if
9: while ni receives a duplicate RREQ j from nj before Timer (Ni, Rs, id) expires do
10: {Adjust U (ni, Rs, id):}
11: U(ni,Rs,id) = (ni, Rs, id) – [U(ni,Rs,id) – N(nj)]  
12: discard (RREQ j)
13: end while
14: if Timer (ni,Rs,id) expires then
15: {Compute the rebroadcast probability Pre(ni):}
16: Ra(ni) = |U(ni,Rs,id)|/|N(ni)|  
17: Fc (ni) = Nc/|N(ni)|
18: Pre(ni) = Ra(ni).Fc(ni)  
19: if Random (0,1) <= Pre(ni) then
20: broadcast (RREQs)
21: end if
22: broadcast (RREQs)
23: else
4. Result and Experiment

This result will show the comparison of AODV and NCPR using the term throughput, packet delivery, end to end delay.

![Fig (3). show the throughput](image)

Throughput between the time and packet sent kbps. This graph shows comparison of throughput between the AODV and NCPR protocol. The AODV protocol gives the efficient throughput at the end of the packet delivery. But the NCPR protocol gives the most efficient throughput in starting itself.

![Fig (4). show the packet delivery ratio](image)

Packet delivery ratio comparison between AODV and NCPR protocol. The packet delivery ratio means plot the graph between node and average packet delivery. It shows that PDR of AODV is efficient.

![Fig (5). shows the end to end delay](image)

The end to end delay of NCPR is high at initial time interval but when time increases as compared to AODV. In average packet delay of NCPR protocol is more efficient than AODV protocol packet delay.

5. Conclusion

In this paper introduced probabilistic rebroadcast mechanism based on neighbor coverage to reduce the routing overhead in MANET. The paper to be constructed on the basis of good performance of the network in high density or the traffic load is high. We proposed a new scheme to dynamically calculate the rebroadcast delay, which is used to determine the forwarding order and more exploit the neighbor coverage knowledge. Because of less redundant rebroadcast, the proposed protocol mitigates the network collision and contention, so as to increase the packet delivery ratio and throughput and decrease the average end to end delay.
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