Development and optimization of laser-induced breakdown spectroscopy (LIBS) for quantification of carbon in steel within UV/visible region
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Abstract: A simple bench-top laser-induced breakdown spectroscopy (LIBS) technique is investigated for the rapid detection of sufficient amount of the light element carbon. The plasma investigated was generated by focusing the fundamental radiation at 1064 nm of Nd:YAG laser onto low alloy steel target. The radiation emitted from the plasma was dispersed and recorded by an echelle spectrograph combined with a time-gated EMCCD detection system. Based on an extensive survey procedure, a well-resolved relatively-intense neutral carbon spectral line at 396.14 nm was selected, verified and used in all measurements. In addition, optimization of the main experimental parameters, namely laser energy and delay-time for integration of the detector was carried out. Furthermore, the analytical calibration curve for carbon, using a series of low-alloy steel standards, was constructed and corresponding analytical figures of merit were evaluated.
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1. Introduction

Light (low atomic number) elements such as carbon and sulfur play an extremely important role in determining some of the mechanical and physical properties, such as stiffness and ductility, of almost all steel products [1,2]. For many applications, it is therefore essential to keep and monitor the concentration of these elements at trace levels.

There has been very little published work concerning the direct characterization of steels for their light elements content employing spectroscopic techniques within the readily accessible UV/visible spectral region [3]. Ishibashi [4] produced very poor results in terms of sensitivity and precision using laser ablation inductively coupled plasma-mass spectroscopy (LA-ICP-MS). In another publication, a standard laboratory LIBS system was unable to detect any carbon or sulfur line emission in the steel samples investigated within the UV/visible region [5].

Accordingly, many successful investigations on measurements of light elements content in steels have been limited to the vacuum ultraviolet spectral region [6-16] for two obvious technical reasons. Firstly, the strongest spectral lines of all light elements are emitted from their ions in this region. Secondly, there are many interference-free spectral lines of these elements, in a clear contradiction with their UV/visible counterparts, especially from the iron emission lines, the most prevalent element in the steel samples. However, the disadvantage of using these lines is air absorption in this region due to the O₂ Schumann-Runge band system [3]. The light collection pathway and the spectrometers must be evacuated or at least purged with inert gases (such as nitrogen or argon) in order to obtain usable signals. Moreover, optics and gratings capable of transmitting and dispersing VUV light must also be employed. This of course leads to increasing the complication level of equipment and preventing the on-line and in-situ applications of the technique.

Laser-induced breakdown spectroscopy (LIBS) is the oldest spectroscopic technique utilizing high-power laser pulses [17]. When a pulsed high-powered laser beam is focused on a
material, a short-lived (in the order of microseconds) high-temperature (a few eV) and density \(10^{16} - 10^{19} \text{ cm}^{-3}\) plasma is generated. The fundamental concept of LIBS is similar to that of conventional plasma-based methods of optical emission spectroscopy (OES): the radiation emitted from excited/ionized species in the plasma is spectrally resolved, and the individual neutral atoms and/or atomic ions in the plume are identified and quantified by their unique wavelengths and line intensities, respectively [18].

In the present work, we develop the LIBS technique in the UV/visible spectral regime to investigate the direct and rapid quantification of the light element carbon in low-alloy steel targets. We carry out an extensive study for selection of carbon spectral lines that are most relevant for low-level measurements, and optimize some important experimental parameters. Moreover, we construct the analytical calibration curve for carbon and realize its figures of merit.

2. Experimental

A schematic diagram for the LIBS system employed is shown in “Fig. 1”.

A Q-switched Nd:YAG laser beam (Innolas Laser, model SpitLight Compact 400) emitting maximum pulse energy of 400 mJ at 1064 nm and 6 ns pulse width is focused onto a low alloy steel target in air at atmospheric pressure within a custom-made target chamber. The steel target is mounted on a 3-axis computer controlled translational stages with 75 mm travel and 12.5 μm linear resolution.

The smallest radius of the laser beam waist on the steel target was calculated to be 6.0 μm, resulting in a total laser irradiance of \(6.0 \times 10^{13} \text{ W/cm}^2\) at 400 mJ. The target was always kept at 1-2 mm behind the nominal focus of the laser beam in order to prevent air breakdown generation in front of the target surface, which decreases the laser-target ablation efficiency.

The radiation emitted from the laser-produced plasma is collected by a lens and guided through an attached optical fiber cable, which is in turn connected to a 10 μm×30 μm \([W\times H]\) entrance slit of an EMU-120/65 echelle spectrograph (Catalina Scientific). The spectrograph is equipped with UVU3 cassette with an aperture stop of 20 mm.

The dispersed light is then detected by an intensified front illuminated EMCCD (Andor Technology, model iXon3) with 1004×1002 pixel array, and 8 μm×8 μm pixel size. The CCD array has a nominal quantum efficiency of 65% at 600 nm.

3. Results and Discussion

3.1. Selection of Spectral Lines

An extensive atomic data bank procedure was performed involving search and selection of spectral lines of greatest promise for low level detection in the UV/visible region of the light element carbon. The atomic data bank for this element and its ions includes all relevant spectrum line wavelengths, associated energy levels, oscillator strengths and possible coincidences with other spectrum lines (Using e.g. National Institute of Science and Technology (NIST), Harvard and Oak Ridge Atomic Databases and papers in the open literature).

Figure 2 illustrates the UV/visible spectrum of laser-produced steel plasmas recorded at the optimum experimental conditions discussed later, using the set-up described in the previous section. As can be noted from the figure, the spectrum is naturally dominated by intense neutral as well as singly ionized Fe spectral lines.

Despite considerable efforts, we could only identify and verify a single well-isolated spectral line for the element carbon that is suitable for quantification; this is the neutral CI at 396.14 nm. Relevant atomic information of this spectral line is depicted in Table 1.

<table>
<thead>
<tr>
<th>Line [nm]</th>
<th>Species</th>
<th>I (rel.)</th>
<th>Energy [eV] lower - upper</th>
<th>Transition</th>
<th>Quantum number</th>
</tr>
</thead>
<tbody>
<tr>
<td>396.1403</td>
<td>C I</td>
<td>8</td>
<td>7.68 - 10.81</td>
<td>3s1P-6p1D</td>
<td>1 - 2</td>
</tr>
</tbody>
</table>
In addition, Figure 3 shows parts of the laser-produced steel plasma spectrum in which the relative intensities of the CI 396.14 nm spectral line from two low alloy steel targets containing largest (black spectrum) and smallest (red spectrum) carbon concentrations are compared.

3.2. Laser Energy Optimization

In this part, the effect of laser pulse energy recorded on the emission characteristics of laser-ablated steel plasmas in air at atmospheric pressure was investigated. The laser energy was varied from about 50 mJ to about 350 mJ by simply changing the delay time between flash lamps and Q-switch onsets. The remaining other conditions of both the laser and the rest of the experiment were kept constant.

Figure 4 describes the dependence of the intensity as well as background intensity of the CI 396.14 nm line on the laser pulse energy.

As expected, and can be seen from the figure, both intensities are increasing functions of the pulse energy in the range studied. However, the increase in line intensity was more pronounced in the energy range ~150-250 mJ. As the laser energy absorbed increases, the plasma excitation temperature as well as its electron density increases correspondingly.

3.3. Detector Delay Time for Integration

The shutter delay time of the EMCCD detector was changed from 10 ns up to 5000 ns with respect to the firing onset of the laser pulse. Other conditions of the experiment were kept constant. The variation of relative intensities of the CI 396.14 nm spectral line is shown in “Fig. 6”.

The background intensity was leveled off in the range 0-1000 ns before it undergoes a significant reduction at 1250 ns and then gradually decreases up to 5000 ns. On the other hand, however, the behavior of line intensity was quite different. After being more or less stable in the 0-1000 ns range, the line intensity gradually decreased up to a delay value of about 2500 ns, and then levels off again up to about 3500 ns. Afterwards, the intensity slightly rises up to 4000 ns before it gradually declines.

Accordingly, the signal-to-background ratio of the CI 396.14 nm line gradually rises from about 1000 ns up to 4000 ns, and then levels of during the rest of the range. Although at lower values, signal-to-background ratios in the range 2500 ns to 3500 ns seem to be more relevant. A delay time of 3000 ns, therefore, was selected as the optimum value for this study because, again, the unacceptable measurement error levels at higher delay times. Figure 7 depicts the corresponding results obtained.

3.4. Analytical Calibration Curve

Series standards of low alloy steel alloy targets containing various concentrations of the element carbon are employed in order to inspect the linear relationship between different carbon proportions.
We used the optimum operating conditions obtained in the previous experiments and introduced the targets to the laser pulses in succession so that measurements repeated from each target are recorded at different time intervals to ensure that they are subjected to the same conditions, especially those related to fluctuations in the laser energy. All intensity measurements throughout this work were performed by integrating the area under the spectral curve for a specific spectral interval.

Figure 8 illustrates the linear fitting for data points representing the relationship between different concentrations and corresponding integrated intensities for the CI 396.14 nm spectral line. The R² factor of the linear fitting is about 0.98.

Precision is a measure of the dispersion of the results around a central point represented by the mean value of the measurements. It is usually calculated as the relative standard deviation (RSD) of a number of measurements: \( RSD \% = \frac{100 \times SD}{\text{Mean}} \), where SD is the standard deviation of the measurements.

The precision calculated, averaged over the 8 carbon concentration values used to construct the above calibration curve, was estimated at about 5.0%.

Accuracy is a measure of the difference between a measured concentration to the actual concentration. It is expressed as the relative error of the measurements, and is often expressed as a percentage. For the mean value of a set of measurements it can be calculated as: \( \% \text{Error} = \frac{100 \times (\text{Mean} - \text{Actual Concentration})}{\text{Actual Concentration}} \).

The average accuracy for concentration measurements was evaluated at about 8%.

Finally, the limit of detection (LOD) is a statistical measure of the minimum concentration of an element that the method could detect. It is common to describe LOD as follows: \( \text{LOD} = \frac{3 \times SD_{\text{Blank}}}{m} \), where \( SD_{\text{Blank}} \) is the standard deviation of the intensity obtained for a sample which does not contain the element of interest (commonly known as the blank) and \( m \) is the slope of the calibration plot.

In the current experiment, a low alloy steel target containing 2.5 ppm carbon was selected to calculate LOD. A limit of detection of about 67 ppm was estimated for carbon using the CI 396.14 nm spectral line.

4. Conclusion

We developed LIBS technique in the UV/visible spectral regime to investigate the direct and rapid quantification of the light element carbon in low-alloy steel targets. An extensive study for selection of carbon spectral lines that are most relevant for low-level measurements was carried out. Moreover, we optimized some important experimental parameters including laser energy and delay-time for integration. Furthermore, a linear calibration curve for carbon in steel was obtained. Moreover, analytical figures namely precision, accuracy as well as detection limits were calculated at 5%, 8%, and 67 ppm, respectively.
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