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Abstract: Even though there is a belief that monetary policy can influence private sector investment, research works have not yet been conducted on the dynamic impact of monetary policy on private investment in Ethiopia. Rather, literatures are substantially deal with the determinants of private investment and the effectiveness of monetary policy in Ethiopia separately. Consequently, a times series analysis technique using annual data for the period 1975-2011 is utilized to investigate the power of policy makers in enhancing the performance of private investment through monetary policy changes. Moreover, the ambiguous results in relation with the power of monetary policy in affecting private sector investment in elsewhere including sub-Saharan countries become an initiation to undertake this particular study. Accordingly, this study seeks to present an empirical assessment of monetary policy that has either stimulated or dampened private sector investment for the past several decades. Employing time series econometric techniques such as, co-integration and error correction techniques within an ARDL framework the study reveals intriguing results. Results suggest that private investment is positively and significantly influenced in the short-run by public investment, money supply, and a real output but negatively and significantly by real exchange rate while, real interest rate is found to have insignificant but negative sign in line with macro-economic theory. Moreover, in the long run, the result shows a positive and significant effect of public investment, real GDP and broad money supply while real exchange rate negatively and significantly influenced private investment. However, real interest rate is found to have a positive but insignificant effect in the long run as well. The conclusion is that monetary policy measures are more influential than fiscal policy in promoting private investment in Ethiopia via improving financial resource availability for investment.
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1. Introduction

Government policies are crucial in determining the rate of economic growth, the levels of private investment and the magnitude of credit to the private sectors. Accordingly, Economists view monetary policy as the first line of defense against economic slowdowns via influencing growth of aggregate demand and the economy. For example, Angeloni(2003) shows that a change in the federal funds rate can set off a chain of events that will affect short-term interest rates, longer-term interest rates, the foreign exchange value and stock prices. In turn, changes in these variables will affect households’ and businesses’ spending decisions, thereby affecting growth in aggregate demand and the economy (Angeloni, 2003).Moreover, the study by Ayemere (2010) shows that greater reliance can be placed on monetary policy as a veritable instrument for correcting some of the major macro-economic ills facing the economy.

Theoretically, monetary policy is expected to be a complement to the private sectors via using either of the following mechanisms. The first is controlling the amount of money in circulation, whether this involves literally printing money, or more technical measures such as quantitative easing, which involves creating money in the form of credit. The second measure is using interest rates to influence what people and businesses men pay to borrow or receive for saving, which can affect their spending and investment levels. The third measure is attempting to influence the exchange rate between the national and foreign currencies, which can involve fixing, or restricting exchange rates, or buying and selling currency to influence the market rate (Handa, 2009).
However, one could see that there are conflicting results concerning the power of monetary policy in influencing private investment. For instance, Olweny (2012), Alexander (2011), chichi (2011), Godwin (2010), Bruno (2001), Asante, (2000) in one or the other round advocate that monetary policy specifically money supply strongly influenced private investment. Moreover, Liang and Huang (2011) advocate in favor of the traditional IS-LM and AD-AS results which has implication of real effect of money supply on output with sticky price in the short run.

Nevertheless, there are reports against the effectiveness of monetary policy. For instance, Alatiqi (2008) discovered that absence of a stable negative causal relation from money supply to interest rates, and from interest rates to stock prices, results in no significant long-term causal relation from money supply to stock prices. Moreover, Ezie (2012) is on the side of monetary policy ineffectiveness which shows that the increase in broad money supply could potentially encourage private sector investments in the tertiary sector at the detriment of the primary sector. Accordingly, nominal interest rates, nominal exchange rates and broad money supply as determinants of private sector investment are all poor, thus indicating that the monetary policy measures had no significant impact on private sector investment. Additionally, there is an argument stating that effectiveness of monetary policy depends on developments of financial markets and thus in sub Saharan African countries, with under developed financial market; monetary policy is ineffective (John, 2010).

However, William, (2004) showed that monetary policy actions have ambiguous effects on fixed investment activity. This is because changes in the level of interest rates affect both the present value of cash flows (through the discount rate) and the value of waiting to invest (through the real option consisting of timing). On the one hand, lower interest rates at all maturities would increase the present value of future cash flows, increasing the incentive to invest. On the other hand, it also implies a lower opportunity cost of waiting to invest due to the lower short term rate. In effect, the urgency to make a decision declines. Thus, monetary policy actions might increase uncertainty about future real interest rates. This could make the option to wait even more valuable (William, 2004).

In Developing countries’ economy including Ethiopia, public investment is dominant whereas the private investment is in its nascent stage of development. Such as, Asrat (2012) shows that developing countries’ domestic saving rate and hence private investment is observed to be extremely low.

The Ethiopian economy is manifested by different economic reforms and structural changes in respective regimes. For instance, following the revolution a number of reforms have been undertaken. Accordingly, the government brought large scale agricultural farms, industries, financial institutions etc under its direct control. In such a way the central bank controls monetary policy variables on behalf of the government. Moreover, the proclamation issued in 1975 was aimed at to insist the people to invest on enterprise larger than cottage industries. But, it is not hidden for everyone that the contribution of the private investment was insignificant.

Since the start of economic reform of 1991, Ethiopia has embarked on policies that aim to rebalance the role of public and private sector in the economy and thus emphasize private sector development. This is a major departure from the socialist policies of dergue period that relied heavily on public sector institutions.

However, In Ethiopia, both fiscal and monetary policies seem to be ineffective during the respective regimes. For example, during the command economy, as shown in the study of Mongabay (2010), in the 1980s the government adopted a conservative fiscal management as well as price control and official over valuing of birr to curb inflation but inflation was averaging 7.1% annually which is turned up during 1990 due to war expenditure.

Moreover, currently monetary policy seems aimed at increasing the amount of cash for banks available for lending. For instance, Davison (2012) shows that the national bank of Ethiopia cut the minimum ratio of deposit to be held in reserve to 10% from 15%, and also the amount of liquid asset to be held as a proportion of deposits was also reduced to 20% from 25%. However, lending to exporters and other business declined after the central bank issued a directive ordering to force banks to buy government securities equivalent to 27% of their total loans to fund infrastructure projects in each month (Davison, 2012). However, such restrictions on lending to private industry seems a restraint to growth of these sectors. Therefore, given the free market and privatization policy and ambiguous effect of monetary in elsewhere, studying the relative power of monetary policy in influencing the private sector is intuitive in the Ethiopian economy.

As to the researcher’s knowledge, the previous studies have dealt separately with monetary policy and private sector investment but not linked the two in a dynamic framework. Such as Sisay (2007), Getinet (2005) and Daniel (2008) explicitly analyze the determinants of private investment in Ethiopia. Whilst Abebe (2008), Tadesse and Tekie (2012) are arguing the effectiveness of monetary policy in the Ethiopian economy. Moreover, Sengonzi (2009), Baijide (2011) and Misati (2010) focused on how various monetary and fiscal components crowd out private sector in studies using panel series data from several countries.

Based on this understanding, it is clear that there exists a gap in literature with regard to understanding the dynamics of monetary policy effects on private sector investment suggesting the need for research that would decompose and analyses facets of monetary policy supportive of private sector investment in Ethiopia. Implicitly the critical question posed in the study is whether monetary policy can be held accountable for private sector investment performance or the lack of it. Therefore, Unlike studies that focus on one aspect of either monetary or private sector investment, this study takes a dynamic approach to show the effect of monetary policy on private sector investment. In doing so what possible relation could exist between monetary policy
variable and private investment in Ethiopia was testable statement.

1.1. Objectives of the Study

The paper investigates the effect of monetary policy on private investment in the case of Ethiopia. While addressing this general and broad objective, the study analyses the following specific objectives:

- Investigate the direction and magnitude impact of money supply on private investment both in the short run and long run.
- Analyze the behavior and response of private investment to changes in real interest rate both in the short run and long run.
- Analyze the trends of private investment in Ethiopia.

1.2. Model Specification

1.2.1. Theoretical Model Specification

Different literatures argued that a simple accelerator model is a convenient and suited to develop a model for private investment. Moreover, Fikru (2007), Rufus (2008), Alexiadis and Daniel (2012) argued that private investment follows a simple accelerator model. In doing so, in the long run the model follows a general form which shows how private investment adjusts to the difference of the desired level of capital stock. Accordingly, the actual stock of private capital is assumed to adjust to the difference between the desired capital stock in period $t$ and the actual stock in the previous period $t-1$:

$$P_{t} = \alpha (K_{t}^* - K_{t-1})$$

(1)

$\beta$ - Coefficient of adjustment which shows lag of implementation or other factors threaten the business people concerning the business climate. If $\beta =1$, then there is instantaneous adjustment of capital stock to its desired level and if $\beta =0$ no adjustment takes place at all. However, Rufus (2008) assumes a linear formulation of the desired capital stock as well as stable adjustment coefficient ($\beta$).

On the basis of difficulties with the concept and measurement of the capital stock, the above equation is difficult to use for empirical analysis (Rufus, 2008). Therefore, to overcome such difficulties, one can represent the desired capital stock as $K_{t}^* = \alpha Z_{t}$ (Fikru, 2007). Where, $Z_{t} = \sum_{t=1}^{n} X_{t}$ in which $X_{t}$ is a vector of variables affecting private investment. Then, first differencing of the simplified equation results in:

$$P_{t} = \alpha \beta (Z_{t} - Z_{t-1}) + (1-\beta) P_{t-1}$$

(2)

$$P_{t} = \mu (Z_{t} - Z_{t-1}) + (1-\beta) P_{t-1}$$

(3)

Where, $\mu = \alpha \beta$

Since, by definition $P_{t} = K_{t} - K_{t-1}$

Hence, from equation (2) $Z_{t}$ incorporates all factors that are responsible in determining private investment. Moreover, from the simple accelerator model, the desired capital stock is proportional to the level of output and can be written as:

$$K_{t}^* = \alpha Y_{t} = \alpha Z_{t}$$

(4)

1.2.2. Econometric Model Specifications

Therefore, one can use equation (3) to specify that private investment not only as a function of the desired level of capital stock but also of a number of variables. Consequently, the simple accelerator model is going to be adjusted so as to incorporate determining factors of private investment. Bruno, (2001), Imtiaz, (2010) and Asante, (2000), reveal that the variables of most important in determining private investment levels are: domestic output, the real interest rate, public investment, credit available for investment, and exchange rate. Moreover, in one hand or other round, economists Such as, Maganga (2012), Ouattara (2010) and Karagoz (2010) argue that real GDP, public investment, domestic credit to private sector, real interest rate, real exchange rate and macroeconomic uncertainty variables are the major ones in determining private investment. Therefore, incorporating the aforementioned variables, the study is delimited on explanatory variables of: real exchange rate, domestic credit to private sector; real GDP, real interest rate, inflation and government expenditure (public investment) as a control variable.

Since monetary policy is the management of money and interest rates hence it has to be proxied by either money supply or interest rate operating targets. Accordingly, the central bank can manage the money supply—this is, conduct monetary policy, in three ways: By changing the monetary base through open market operations, through discount lending and by changing the money multiplier via the required reserve ratio.

Moreover, Central banks may exercise control over interest rates as their monetary policy instrument and letting interest rate exogenous. If the money supply is used as the primary instrument, the economy’s interest rates will change in response to the central bank’s changes in the money supply, and will be endogenous. If the interest rates are used as the primary monetary policy instrument, the economy’s money demand will change in response to the changes in interest rates. In this case, the money supply will become endogenous. While the choice between the money supply and the interest rates can be trivial under certainty and a stable money-demand function, it is not likely to be trivial under uncertainty and an unstable money-demand function, so that central banks are forced to make choices between the two alternatives. However, the standard assumption of monetary analysis is that the central bank exercises control over the economy by exogenously controlling the money supply. In this case, the appropriate analysis of aggregate demand is called IS–LM analysis. However, for certain types of economies, controlling the economy’s interest rate may be a surer way of controlling aggregate demand than its money supply.

Generally, there seems a debate among researchers in allocating the proxies to monetary policy and to use either money supply or interest rate instrument primarily as operating targets. For instance, Nouri (2011), Chichi (2011), Dickinson (2005) and McCallum (1999) use broad money supply as a proxy to monetary policy operating targets.
However, Handa (2009) shows that the central banks of several developed economies, including those of the United States, Canada and Britain, now seem to rely more on the interest rate rather than on the money supply as the primary monetary policy instrument. In line with this, in financially developed economies, the central banks believe that interest rates are a major indicator of the performance of the economy and tend to use them as the preferred guide and operating target of monetary policy. Thus, The central bank’s policy actions on the monetary base immediately affect the commercial banks’ demand and supply of reserves, thereby changing the overnight interest rate and starting a chain of reactions on other interest rates and thereby on borrowing and lending, investment and consumer spending, etc., in the economy.

Nevertheless, Jayaraman, (2008), shows that the interest rate channel is less effective in developing nations especially in sub Saharan African countries because money and capital markets are at nascent stages of development. Thus, broad money supply is powerful and becomes an important conduit of monetary policy shocks. Since changes in broad money supply immediately affects bank’s balance sheets and bank’s liability in which ultimately influencing private sector through bank credit. Moreover, chichi (2011), argues that money supply is found to be effective monetary policy instrument than interest rate, because private investment reacts more to changes in money supply than interest rate does. Therefore, for this particular study broad money supply M2 (the sum of currency in circulation, checkable account and money held in saving or deposit account) is taken as a proxy for monetary policy.

Hence, from the theoretical and empirical reviews, the model can be developed as;

\[ P_{1t} = f(DCP_t, R_t, PU1_t, REX_t, RGDP_t, MS_t, IF_t) \]  

Where, \( DCP_t \) - domestic credit to private sector  
\( R_t \) - Real interest rate  
\( REX_t \) - Real exchange rate  
\( RGDP_t \) - Real gross domestic product  
\( MS_t \) - Money supply (M2)  
\( PU1_t \) - Public investment.

Note that the explicit model can be formulated via considering the model (equation 5) is to be in multiplicative form. Since there are papers which assume that explanatory variables are in multiplicative form in the model of investment. Such as Magnus (2010) shows determinants of private investment following similar fashion. Moreover, to make the model estimable as well as to obtain elasticity coefficients, one could take natural logarithm to both sides.

Therefore, taking natural logarithm to both sides, the explicit estimable econometric model can be written as;

\[ \ln P_{1t} = \beta_0 + \beta_1 \ln DCP_t + \beta_2 \ln PU1_t + \beta_3 R_t + \beta_4 \ln REX_t + \beta_5 \ln RGDP_t + \beta_6 \ln MS_t + \beta_7 IF_t + \epsilon_t \]  

Where, \( \ln \) denotes natural logarithm and all variables are in natural logarithm except real interest rate and inflation rate because, for inflation rate and real interest rate there are negative values in the data set.

\( \beta_7 \) - Measure impact response of private investment to each of explanatory variables or represent constant elasticity and  
\( \epsilon_t \) - Error term (disturbance term)

Domestic credit is expected to minimize the financial constraints of investors and also the complaints from the private sector about credit unavailability, all together gives a hint to expect a positive relationship with private investment. This could be seen in the study of Chibber and Monsoor (2001) where domestic credit is found to have a positive effect on private sectors investment.

Theoretically, the effect of public investment on private investment is ambiguous. While government investment in infrastructure is expected to be complementary to private investment, government investment in non-infrastructure may compete with private investment especially if the government competes with the private sector for funds or in the product market. Thus the effect of public investment on private investment is ambiguous. The empirical evidence is provided by Blejer and Khan (1999) in which the result shows that government investment in infrastructure is complementary to the private sector whereas non-infrastructure investment expenditures are not.

The sign of the real interest rate is an empirical issue but as it is the opportunity cost of investment, probably it would affect private investment negatively. Moreover, the effect of the real exchange rate on private investment is ambiguous. Genevesi (1997) argues that a real depreciation acts as an adverse supply shock in the “production” of investment goods. In the short run, a real depreciation will raise the price of new capital goods in terms of home goods (if capital goods have an import content) and this will tend to discourage new investment. In the case of foreign-indebted firms, depreciation raises the burden of debt; if domestic credit markets are imperfect (as is often the case in developing countries) these firms may face credit constraints, and this will tend to reduce investment.

Devaluation may also affect investment through its effect on aggregate demand as suggested by Manuel (1998). Accordingly, if the net effect is contractionary, then the slump in economic activity is likely to lead to a reduction in investment. However, if the net effect is expansionary, devaluation may raise real incomes and stimulate investment. Devaluation may affect the real price of imported inputs that are used in conjunction with capital goods to produce output, and may also affect interest rates, which in turn will affect private investment. The net effect of these factors cannot be determined a priori. Even if short-run effects of depreciation are negative due to increases in the real costs of imported capital and inputs, the long-run effects may still be positive.

Consistent with empirical works of elsewhere such as Greene (2000), Real GDP which captures the market potential or market demand is expected to affect private investment positively in this research work. While inflation has an ambiguous impact because in one way it affects real value of savings and investment returns. Especially, inflation can be harmful to fixed income returns. For instance, Michelle (2002) shows that inflation has a significant and
negative effect on real value of fixed investment returns. Many investors buy fixed income securities because they want a stable income stream, which comes in the form of interest, or coupon, payments. However, because the rate of interest, or coupon, on most fixed income securities remains the same until maturity, the purchasing power of the interest payments declines as inflation rises (Michelle, 2002).

However, Hall and Hitch (1989) argued the complementarity effect of inflation. They show that the most significant effect of inflation is its effect on the revenues of the government. When inflation is higher than previously thought and planned with, the revenues of the government increases, which is good as the budget balance of the government improves. The reason why revenues of the government increases when inflation increases, is because the government has higher tax revenues. Thus, expenditure on infrastructures would improve which has a complementary effect on private investment. But we expect that the wide adverse effect of inflation outweigh the positive effect as the share of private investment exceeds the public sector investment. Thus all this together lead us to expect a negative sign for coefficient of inflation for this particular research work.

Monetary policy has impact on financing conditions in the economy (via influencing the availability of credit) and also it influences expectations about economic activity and inflation. Consequently, monetary policy can affect the prices of goods, asset prices, exchange rates as well as consumption and investment. For instance, an expansion of the money supply by the central bank leads to improving the availability of credit to private sectors by letting banks to have liquid assets and a reduction of short-term market rates. As a result, the real interest rate and capital costs decline, raising investment. Additionally, consumers save less and opt for current consumption over future consumption (Olweny, 2012). This, in turn, causes demand to strengthen. Thus, the change in money supply would have a positive impact on private investment.

2. Result and Discussion

2.1. Diagnostic Tests

Before proceeding to empirical results, linear relationship (multicollinearity) test has been conducted. Thus, as shown in the first table of the appendix, domestic credit to private sector is highly correlated with money supply and real GDP (with correlation coefficient of 94% and 92% respectively) and hence domestic credit is dropped from the model. Moreover, we observe a high correlation between inflation and GDP as well inflation with real interest rate thus, inflation is also excluded for further investigation.

From the table shown above, real interest rate and private investment are stationary at level at 5% level of significance I(0) while the rest are stationary at their first difference I(1). Therefore, one can not apply the traditional cointegration tests of Engle and Granger (1987) as well as Johansen (1995) cointegration tests. However, this problem can be removed by using the ARDL bound test approach which is developed by Pesaran et al (2001) to observe the long run relationship among the variables. Thus, the cointegration method used here, the ARDL method, allows testing for a long-run relationship between variables of mixed order of integration (Pesaran et al., 2001).

Having established the integration order of the variables that enter the private investment model, this section will go a step further in trying to determine the maximum number of cointegrating vectors that appropriately span the variables. Since the selection of the lag length is important in estimating the ARDL regression, the test run over 3 lag length of 1, 2 and 3 to determine the optimal lag length. On the basis of AIC and Schwarz Bayesian criteria (SBC), ARDL model of order two was found to be the most appropriate in carrying out the cointegration test. Because, both AIC and Schwarz criteria accounts minimum value (as shown in the table below with corresponding value of -3.44 and -2.13 respectively for AIC and Schwarz criteria or largest log likelihood value of 85.84) when two lag length has been used for each variables. Thus, lag length of 2 is selected to proceed to the next step in this study.

![Table 2.2. Determination of lag length to the ARDL cointegration model.](image-url)
Table 2.2 shows that the smallest value of AIC or the largest log likelihood value is obtained when the lag order of two is used. Therefore, the private investment model would be tested to check existence of long run association of variables using ARDL cointegration approach at lag two.

2.2. Cointegration Test

We start this empirical exercise by first establishing if there exists a long run association among variables of interest. Bound testing procedure developed by Pesaran (2001) is used for this purpose. This is considered essential as evidence of cointegrating relationship rules out the possibility of spurious regression. Bound testing procedure performs well in studies that have small sample size. Furthermore, instead of imposing restriction and deciding on the dependent variable, the ARDL method distinguishes between dependent and independent variable through usual F-tests. Moreover, as noted by Narayan (2004), the unrestricted equilibrium correction model is likely to have superior statistical properties compared to Engle-Granger method, as it does not push short run dynamics into the residual terms (Pattichis 1999). In order to test for cointegration using bounds testing procedure, firstly estimated the following unrestricted error correction model using ordinary least squares.

\[ \Delta Y_t = \beta_0 + \beta_1 Y_{t-1} + \beta_2 X_{t-1} + \sum_{i=1}^{\rho} \beta_i \Delta Y_{t-1} + \sum_{j=0}^{m} \beta_j \Delta X_{ij-1} + \varepsilon_t \]

Where, \( Y_t \) and \( X_{t-1} \) indicates vectors of variables in which, \( Y_t \) represents a vector of dependent variables and \( X_{t-1} \) a vector of independent variables at the same time. Moreover, \( \Delta \) shows a difference operator. Or equivalently, the model can be developed as follows:

\[
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Where, variables are in logarithms except real interest rate.

Since multiplying any number or matrix by one does not bring any significant changes and thus as shown in the above to simplify the representations, the study used to form a matrix by multiplying a singular matrix. The computed F-statistics from the test is then compared with critical value of F-statistics from the test is then compared with critical value from pesaran et al... (2001).* indicates the cointegration among variables or rejection of the null-no cointegration among variables.

From the Table 2.3, above, using the F-statistic, the joint null hypothesis of lagged level variables (i.e. variables addition test) of the coefficients is zero, is rejected at all significance levels when private investment is taken as dependent variable. Since the calculated F-statistic for cointegration test which is \( F_{FRI} = 5.227236 \) (when private investment supposed to be dependent or functions of other explanatory variables), exceeds the upper bound of the critical value at all levels of significance. Thus, the null hypothesis of no cointegration (i.e. no long-run relationship) between private investment and the explanatory variables is rejected at all significance levels.

When the other variables are taken as dependent variables the calculated F-statistics are less than the lower bound critical values, thus accepting the null of no cointegration with \( F_{M2} = 1.386721 \), \( F_{pui} = 1.442848 \), \( F_{gdp} = 0.26801 \), \( F_{M2} = 2.361586 \), \( F_{pui} = 1.929744 \) and \( F_{pui} = 1.567546 \). Consequently, the result demonstrates that when private investment is the dependent variable, the null hypothesis of no cointegration cannot be accepted. Therefore, there exists a unique cointegration or long run relationship between private investment and its determinants or variables affecting the private investment.

The next task is to find out the long run coefficients following the ARDL approach to show the long run response of private investment to changes in each explanatory variable.
A number of diagnostic tests such as tests of serial-correlation, normality, RESET (to check functional misspecification) and heteroscedasticity have been conducted. The estimated residuals did not provide any significant evidence of serial-correlation, non-normality and heteroscedasticity effect in the error term. Moreover, the Ramsey RESET test doesn’t support the functional misspecification. Meanwhile, the adjusted R-squared of approximately 0.76 indicated that 76% of the variation in private investment was explained by the model. In addition to this, the estimated coefficients for the broad money supply satisfy the theoretical sign restrictions for log run models of ARDL.

However, model stability is necessary for prediction and econometric inference. Thus stability test has been conducted for estimated parameters by using the cumulative sum of recursive residual (CUSUM) and CUSUM of square (CUSUMSQ) tests. The results of the CUSUM and CUSUMSQ tests are reported in Figures 4.4 and 4.5 respectively as shown below. The test doesn’t provide any evidence of instability in the estimates at the 5 percent significance level for conventional specification. Not only this but also the stability test shows that there is no significant structural break point in which the Chow breakpoint test for the year 1991 (which is suspected to have) shows that the F=1.433140 (0.242324). Moreover, following a number of reforms under taken in 1992 and thus suspecting existence of breakpoint for this year, a similar test has been conducted yet the result didn’t show the prevalence of breakpoint with F=1.457548(0.233485). Note that values in bracket stand for probability and F- denote the F-statistics.

Generally, the following graph shows stability of the model in which CUSUM and CUSUM squared of the residual is likely found in the 5% significance level.

Therefore, following the test of stability of parameters in the long run, the model is developed from the table above (table 2-4).

\[ \text{LPRI} = 15.43 + 0.13 \text{LPUI} + 0.44 \text{LM2} + 0.12 \text{LRGDP} - 0.23 \text{LREX} + 0.004R \]

Lagged private investment (see the appendix) was also found to be positive and highly significant. Thus, past investments, which can be used as a proxy for the investment climate, constitute a good indicator for current investment decisions. A recent track record of private investment is expected to induce the private investor (especially the new investor) to invest more since this may be an indication of a good investment climate. Thus, lagged private investment has a positive impact on private investment.

The result shows that Public investment has a positive and significant coefficient at 5% confirming a possible crowding-in (complementary) effect of government investment in the long run. In which a 1% rise in public investment is potentially lead to a 0.13% increase in the private investment. This is due to that fact that the present government engage on infrastructural investments extensively such as roads and telecommunication to create conducive environment for investment. It is in line with the study of Greene (2000),

Table 2.4. Estimated Long Run Coefficients using the ARDL Approach with 36 observations used for estimation from 1976 to 2011.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>T-Ratio[Prob]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPUI</td>
<td>0.12824</td>
<td>0.057137</td>
<td>2.2443[0.030]**</td>
</tr>
<tr>
<td>LM2</td>
<td>0.44241</td>
<td>0.159875</td>
<td>2.7672[0.008]**</td>
</tr>
<tr>
<td>LRGDP</td>
<td>0.12793</td>
<td>0.06362</td>
<td>2.0108[0.041]**</td>
</tr>
<tr>
<td>LREX</td>
<td>-0.23846</td>
<td>0.072592</td>
<td>-3.2849[0.003]**</td>
</tr>
<tr>
<td>R</td>
<td>0.0040786</td>
<td>0.0031155</td>
<td>1.3092[0.202]</td>
</tr>
<tr>
<td>C</td>
<td>15.4307</td>
<td>3.4942</td>
<td>4.4161[1.000]***</td>
</tr>
</tbody>
</table>

Diagnostic Tests

\[ R^2=0.77257 \]
\[ F(8,27)=119.6660[.000] \]
\[ DW-statistic =1.7914 \]

Note: (***) and (****) denotes significance at 5% and 1% level of significance.

Since, the full result of the ARDL model is found in the appendix (table,5 in the appendix part). Where, \( x^2sc, x^n, x^2ff \) and \( x^2hh \) stands for serial-correlation, normality(Jarque–Bera), Ramsey RESET(functional misspecification), and heteroscedasticity tests respectively.
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Magnus (2010) that argued the complementary effect of public investment on private sectors. However, it contradicts with the result of Brian and Maganga (2012) arguing that public investment does not play any part in the determination of private investment.

The finding confirms the hypothesis that monetary policy is strongly influencing the private sector investment. From the result, the coefficient of broad money supply (M2) is statistically significant at 1 percent level, indicating that if the country were to increase its M2 by 1 percent, private investment will increase by 0.44 percent. Since Enterprises and industries are subject to liquidity constraints and information asymmetries, they are characterized by weaker balance sheets and are indeed more dependent on bank loans and on short-term debt.In addition, it is supported by empirical studies such as Eugenio (2001) that confirms the direct relationship between private investment and monetary policy. Moreover, the result is also in line with the study of Khan (2010). Thus, the credit views of monetary policy suggest that the tightening of monetary policy will force banks to reduce their loans and securities.

As a result, monetary policy is effective to vary the amount of commercial bank deposits using its instruments. A change in these deposits impacts on the interest rate at which credit is provided which in turn affects the growth of deposits held with commercial banks. Therefore, By increasing or reducing money supply the national bank of Ethiopia (NBE) effectively influences credit and thus private sector investment dependent on bank borrowing and hence a unitary expansionary of monetary policy implies that private investment will be raised by 0.44 percent according to the estimated long run equation through increasing the supply of credit held with commercial banks that will be used for investment. Thus, the correlation between money supply and private investment was found to be reliable.

Real GDP has the expected positive sign and it is significant in the long run and confirming the typical accelerator theory. As shown on the table (table2.4), real GDP has a positive impact on private investment, confirming the results of Madsen, (2002), Booth (1999) and Wilson (2000) who argued that rapid growth leads to high rates of investment and vice versa. Consequently, the result confirms the accelerator theory of investment over the period 1975-2011 in Ethiopia. This means that in the long-run increases in real output or aggregate demand conditions has the potential of stimulating private investment. The result also confirms most findings in many empirical studies in the literature. Specifically, it concurs with studies by Ibrahim (2000), Asante (2000), Outtarra (2010), among other studies.

The long-run results reveal yet another intriguing outcome. Persistent depreciation of the domestic currency over the years coupled with devaluation at some point in time seems to have had a negative impact on private investment. A significant negative long-run association between private investment and real exchange rate was established at the 1% significance level. The implication is that depreciation of the Birr may be able to deter private investment for those industries which depend on import of capital goods.

Devaluation of the exchange rate might cause the cost of imported capital to increase, thus reducing private investment. Thus, it contradicts with the theoretical argument which states that depreciation and devaluation of domestic currency to have positive impact on private investment by boosting sectors investing on export and import substitution industries. For instance, Magnus (2010) and Asante (2000) find out that real exchange rate to have a positive impact on private investment. However, the result of this research work is supported by empirical findings of McCulloch (1999) and Maganga (2012) as devaluation seems to decrease private investment.

The McKinnon and Shaw (1973) “complementarity” hypothesis was confirmed in the case of Ethiopia contrary to the neoclassical theory of the user cost of capital as it has a positive coefficient. But it is insignificant. This is not a surprising to observe insignificant coefficient for the real interest rate for a developing country (Ethiopia) where structural constraints and under-developed financial markets are prevalent.

Once the long-run cointegrating model has been estimated, the next step is to model the short-run dynamic parameters within the ARDL framework. The table below (table2.5) presents the results of the estimated error-correction model of private sector investment model using the ARDL technique.

### Table 2.5. Error Correction Representations for the Selected ARDL Model, ARDL(1,0,1,0,0,1), the numbers in the bracket denotes lag orders of the variables selected based on Akaike Information Criterion. Dependent variable is dLPRI, 36 observations used for estimation from 1976 to 2011.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>T-Ratio</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>dLPUI</td>
<td>0.2913</td>
<td>0.1396</td>
<td>2.0865</td>
<td>0.0403**</td>
</tr>
<tr>
<td>dLM2</td>
<td>0.47807</td>
<td>0.2306</td>
<td>2.0700</td>
<td>0.0467***</td>
</tr>
<tr>
<td>dLRGDP</td>
<td>0.0911</td>
<td>0.035</td>
<td>2.5810</td>
<td>0.0057***</td>
</tr>
<tr>
<td>dLREX</td>
<td>-0.169</td>
<td>0.0584</td>
<td>-2.9000</td>
<td>0.0047***</td>
</tr>
<tr>
<td>dIR</td>
<td>-0.0412</td>
<td>0.19338</td>
<td>-0.2130</td>
<td>0.8336</td>
</tr>
<tr>
<td>dLPUI(-1)</td>
<td>-0.7126</td>
<td>0.1351</td>
<td>-5.2700</td>
<td>0.0000***</td>
</tr>
<tr>
<td>ecm</td>
<td>= LPR1-1.4284<em>LPR1 -0.4421</em>LMP2 -1.2793<em>LPRGDP +.23846</em>LREX-.0040786<em>R -15.4307</em>C</td>
<td>= 0.65028</td>
<td>DW = 1.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>= 0.61702</td>
<td>F(6, 29) = 5.3061</td>
<td>0.00001</td>
<td></td>
</tr>
</tbody>
</table>

Note: (**), (***), indicates significance of coefficients at 5% and 1% respectively.

### Table 2.6. Diagnostic tests for the short run models (error correction model).

- **Breusch-Godfrey Serial Correlation LM Test**: $x^2 = 1.955515 (0.163390)$
- **ARCH Test**: $x^2 = 0.629456 (0.729987)$
- **Jarque-Bera**: $x^2 = 1.494440 (0.235481)$

Consistent with the long-run tests, the diagnostic test carried out for the short run model does not provide any evidence against the absence of serial correlation, Auto-correlation conditional heteroscedasticity (ARCH effect) and normality (normal distribution of the residual).

Crowding-in effect of public investment on private investment is confirmed in the short-run as the coefficient of public investment is statistically significant at the 5 percent significance level. This is in contrast with that of Acosta.
(2000) that confirms the crowding-out effect of public investment. Acosta (2000) suggests that there is a sort of competition for resources between the public and the private sectors, at least in the short run. But in this paper, the result ensures that there is a positive and a complementary relationship between private investment and public investment. Since the government financed most of its expenditures via foreign aid and loans from abroad and hence there may not a significant tax burden on the private sector rather the government extensively investing on road constructions, real estate, telecommunications, human development (education and health) etc which enable the progress of private sector investment.

It is also evidenced that the result validates the hypothesis of positive impact of money supply on private sector investment in the short run. The temporal effects of money supply estimated at 0.48 percent entails a significant positive impact on private investment. When money supply increases, with extra money circulating within the economy, the purchasing power of all sectors that is households, business and government is enhanced. Thus, consumption expenditures, investment expenditures, government purchases all increases, resulting in an increase in aggregate demand and hence investment.

Changes in money supply can have an impact on the private investment through transmission channels of credit facilities. Since in an environment where some economic agents are constrained in their capacity to spend by their currently available income and liquid assets, an easier access to funds will increase real consumption and real investment expenditures. The empirical support is provided by World Bank (WB, 2009). Moreover, an increase in money supply improves banks’ capital positions and may increase their capacity to expand their asset holdings, thereby potentially inducing a leveraging process.

Consistent with the long-run results, the coefficient of real GDP has the theorized positive and significant impact on private investment in the short-run. That is, output growth induced crowding-in effects and supports typical of its accelerator characteristics.

The result shows that the effect of exchange rates on private investment is statistically significant at 1%. Real exchange rate depreciation has a negative and significant effect on private investment in the short run. This presupposes that the tradable sectors and import substitution industries detriment from the depreciation of the domestic currency over the period under consideration as they used imported capital goods which become expensive after policy changes. It is contradicted with empirical investigation of Chichi (2011) showing positive impact of real exchange rate on private investment. But it is in line with the empirical analysis of Acosta (2005) in which a devaluation seems to decrease investment substantially. Thus, real exchange rate change seemed to have had an adverse effect on short term investment, affecting mainly the sectors most exposed to foreign competition (non-exportable) and increases cost of production.

However, it is also in contradict with Tarek (2005) in which he find out that depreciations would have a positive effect on private sector investment. It is theoretically, obvious that when a currency depreciates, it reduces the country’s wages and production costs relative to those of its foreign counterparts. All else equal, the country experiencing real currency depreciation has enhanced locational advantage or attractiveness and receives productive capacity investments from abroad. By this the exchange rate depreciation improves the overall rate of return to foreigners contemplating an overseas investment project in the country. Thus it would enhance foreign direct investment. But all this would happen at the expense of domestic investment due to increase in cost of production. However, for Ethiopian case, In effect exchange rate has significant negative effect on private investment.

In contrast to the long run, in the short run the user cost of capital that is Interest rate seems to work against private investment. However, it is insignificant to influence the sector. Moreover, the insignificant behavior of real interest rate may reveal the underdeveloped nature of financial markets. The empirical support is provided by Greene (2000) though it is in contrast with the study of Bader (2010) who shows that an increase in real interest rate has a positive effect on private investment.

The error correction term is negative and significant at 1 percent level of significance suggesting that private sector investment adjusts to deviations from its long term equilibrium. This means that 71 percent of last year’s disequilibrium is corrected by changes in private sector investment. Or it suggests that, about 71 percent of the discrepancy between the actual and long run values of private investment is corrected within each year.

3. Conclusion and Policy Implication

3.1. Conclusions

Drawing on relevant theoretical foundations and empirical research done for most developing countries, this study set out to empirically reveal the impact of monetary policy on private investment in Ethiopia during the period 1975-2011. By employing time series econometric techniques, the study sought to obtain robust and consistent models capable of providing vital information. Empirical findings obtained in the long-run showed that there is no doubt that monetary policy is a key and can be considered as engine for the progress of private sector investment in Ethiopia. This is because of the fact that the long-term effect of money supply on private sector investment displays the expected coefficient signing from theoretical literature. Moreover, Money supply was found to be effective monetary policy instrument than the interest rate. This is based on the fact that private investment react more to changes in money supply than the interest rate does.

The significant positive impact of public investment on private investment in the short-run and long run indicates an
important complementary role played by the government in boosting private sector investments. The study also confirms the accelerator theory because GDP, that represents the aggregate demand condition, is found to have a positive relation with private investment both in the short run and long run. Thus, the positive and significant coefficient of real GDP confirms the typical accelerator theory of investment in our case.

Private investment responds negatively to changes in real exchange rate both in the short run and long run. Moreover, the user cost of capital (real interest rate) is insignificant to have real effect.

In general the result assured that monetary policy is more influential and powerful than fiscal policy in boosting private investment as the coefficient of money supply \((LM2)\) is by far greater than public investment \((LPUI)\) in the econometrics result.

### 3.2. Policy Implications

As monetary policy and private investment are strongly correlated both in the long run and short run, and hence using contractionary policy to curb inflation rate may deprive the performance of the sector. Thus, it is better to use other way of controlling inflation rate such as improving the performance of supply sides (productivity to match with the growing demand conditions). Moreover, following the positive relationship between public investment and private sector, it is essential for the government to continue establishing its public projects. Therefore, in line with the Government’s overall growth framework, the development of basic infrastructures will certainly yield the desired objective of promoting the performance of private investment.

A fluctuation in the real exchange rate is seen to have an adverse effect on private investment both in the short and long run. This is not surprising as depreciation (devaluation) of the exchange rate raises the cost of capital importation in local currency terms. As a developing country, Ethiopia depends on imported capital assets for investment purposes. Thus, Exchange rate Stabilization policy should therefore be put in place as a mechanism to remedy the adverse effect of exchange rate depreciation on private investment. One possible way of stabilizing the exchange rate could be through the indirect intervenes of the government by selling or buying foreign currency whenever there is disequilibrium in the foreign exchange market.

However, this paper is conducted at aggregate level (macro level), thus, more future studies need to be done at micro level in an effort to complement the empirical evidence presented by this study. Moreover, from the study, though most of the listed variables are significant, they together account small proportion of the behavior of private sector investment. Consequently, there seem other factors such as external shocks, which potentially bring real effects on private sectors, official attitude towards private investors and lack of credibility in government policies may be some of the factors that necessitate future research works as well.

### Appendices

#### Table 1. Correlation matrix.

<table>
<thead>
<tr>
<th></th>
<th>LPU1</th>
<th>LPRI</th>
<th>LM2</th>
<th>LDCP</th>
<th>IF</th>
<th>LREX</th>
<th>LRGDP</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPU1</td>
<td>1</td>
<td>0.77</td>
<td>0.69</td>
<td>0.92</td>
<td>0.74</td>
<td>-0.69</td>
<td>0.54</td>
<td>0.03</td>
</tr>
<tr>
<td>LPRI</td>
<td>0.77</td>
<td>1</td>
<td>0.94</td>
<td>0.89</td>
<td>0.13</td>
<td>-0.70</td>
<td>0.89</td>
<td>0.11</td>
</tr>
<tr>
<td>LM2</td>
<td>0.69</td>
<td>0.94</td>
<td>1</td>
<td>0.94</td>
<td>0.70</td>
<td>-0.71</td>
<td>0.65</td>
<td>0.06</td>
</tr>
<tr>
<td>LDCP</td>
<td>0.92</td>
<td>0.89</td>
<td>0.94</td>
<td>1</td>
<td>0.16</td>
<td>-0.85</td>
<td>0.92</td>
<td>0.09</td>
</tr>
<tr>
<td>IF</td>
<td>0.74</td>
<td>0.13</td>
<td>0.70</td>
<td>0.16</td>
<td>1</td>
<td>0.52</td>
<td>0.81</td>
<td>-0.77</td>
</tr>
<tr>
<td>LREX</td>
<td>0.92</td>
<td>0.89</td>
<td>0.94</td>
<td>1</td>
<td>0.16</td>
<td>-0.85</td>
<td>0.92</td>
<td>0.09</td>
</tr>
<tr>
<td>LRGDP</td>
<td>0.54</td>
<td>0.89</td>
<td>0.65</td>
<td>0.92</td>
<td>0.81</td>
<td>-0.64</td>
<td>1</td>
<td>0.005</td>
</tr>
<tr>
<td>R</td>
<td>0.03</td>
<td>0.11</td>
<td>0.06</td>
<td>0.09</td>
<td>-0.77</td>
<td>-0.28</td>
<td>0.005</td>
<td>1</td>
</tr>
</tbody>
</table>

#### Table 2. Pair wise Granger Causality Tests among variables.

<table>
<thead>
<tr>
<th>cause</th>
<th>LPRI</th>
<th>LPU1</th>
<th>LM2</th>
<th>LDCP</th>
<th>IF</th>
<th>LREX</th>
<th>LRGDP</th>
<th>LM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPRI</td>
<td>1.17(0.32)</td>
<td>1.11(0.34)</td>
<td>0.38(0.68)</td>
<td>0.40(0.67)</td>
<td>1.57(0.22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPU1</td>
<td>0.94(0.39)</td>
<td>0.13(0.87)</td>
<td>0.14(0.86)</td>
<td>4.34(0.02)</td>
<td>0.79(0.45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>0.84(0.43)</td>
<td>0.37(0.68)</td>
<td>1.41(0.25)</td>
<td>1.45(0.24)</td>
<td>0.24(0.78)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LREX</td>
<td>1.56(0.22)</td>
<td>0.24(0.78)</td>
<td>1.84(0.17)</td>
<td>2.14(0.13)</td>
<td>0.14(0.86)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRGDP</td>
<td>0.25(0.77)</td>
<td>0.63(0.53)</td>
<td>0.16(0.84)</td>
<td>1.9(0.15)</td>
<td>1.57(0.22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM2</td>
<td>2.98(0.06)</td>
<td>3.42(0.04)</td>
<td>4.08(0.02)</td>
<td>3.37(0.04)</td>
<td>0.99(0.38)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: the null hypothesis is that variables in the first column don’t cause variables in the first row and numbers in bracket stands for probability.
Table 3. Critical value of the bound test of Pesaran (2001) with intercept and no trend.

<table>
<thead>
<tr>
<th>K</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.60</td>
<td>9.20</td>
<td>12.88</td>
</tr>
<tr>
<td>1</td>
<td>4.54</td>
<td>6.24</td>
<td>7.41</td>
</tr>
<tr>
<td>2</td>
<td>3.51</td>
<td>4.98</td>
<td>5.46</td>
</tr>
<tr>
<td>3</td>
<td>2.97</td>
<td>4.39</td>
<td>4.56</td>
</tr>
<tr>
<td>4</td>
<td>2.65</td>
<td>4.19</td>
<td>3.95</td>
</tr>
<tr>
<td>5</td>
<td>2.43</td>
<td>3.78</td>
<td>3.57</td>
</tr>
<tr>
<td>6</td>
<td>2.27</td>
<td>3.57</td>
<td>3.29</td>
</tr>
<tr>
<td>7</td>
<td>2.16</td>
<td>3.25</td>
<td>3.07</td>
</tr>
<tr>
<td>8</td>
<td>2.06</td>
<td>3.17</td>
<td>2.91</td>
</tr>
<tr>
<td>9</td>
<td>1.98</td>
<td>3.08</td>
<td>2.76</td>
</tr>
<tr>
<td>10</td>
<td>1.92</td>
<td>3.02</td>
<td>2.63</td>
</tr>
</tbody>
</table>

Table 4. Autoregressive Distributed Lag Estimate, ARDL (1, 0, 0, 1, 1) selected based on Akaike Information Criterion. Dependent variable is LPRI, 36 observations used for estimation from 1976 to 2011.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>T-Ratio[Prob]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPRI(-1)</td>
<td>.28740</td>
<td>.13519</td>
<td>2.1258[.043]</td>
</tr>
<tr>
<td>LPUI</td>
<td>.091382</td>
<td>.04125</td>
<td>2.2153[.035]</td>
</tr>
<tr>
<td>LGDGP</td>
<td>.091165</td>
<td>.04520</td>
<td>2.0169[.0506]</td>
</tr>
<tr>
<td>LREX</td>
<td>-1.6993</td>
<td>.058419</td>
<td>-2.9088[.007]</td>
</tr>
<tr>
<td>LM2</td>
<td>.134865</td>
<td>.044031</td>
<td>3.0628[.0057]</td>
</tr>
<tr>
<td>LM2(-1)</td>
<td>.50904</td>
<td>.26210</td>
<td>1.9269[.065]</td>
</tr>
<tr>
<td>R</td>
<td>.4122E-3</td>
<td>.001938</td>
<td>.21314[.833]</td>
</tr>
<tr>
<td>R(-1)</td>
<td>.0033186</td>
<td>.0019098</td>
<td>1.7377[.094]</td>
</tr>
<tr>
<td>C</td>
<td>10.9960</td>
<td>2.9396</td>
<td>3.7407[.001]</td>
</tr>
</tbody>
</table>

R² = 0.77257
F(8,27) = 119.6660[0.000]

Note: Where x sc = x2sc x2h and x2hh stands for serial-correlation, normality(Jarque–Bera), Ramsey RESET(functional misspecification), and heteroscedasticity tests respectively.
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