Forecast of Total Energy Consumption in Shandong Province Based on Grey BP Model
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Abstract: With the continuous increase of China's total energy consumption, we can find the rule and grasp its development trend from the change trend of energy consumption. In order to provide scientific basis for rational use of energy. In this paper, firstly, based on the data of total energy consumption of Shandong province from 2007 to 2016, grey prediction model and BP neural network were used to predict total energy consumption of Shandong province from 2007 to 2016. MATLAB was used to calculate the predicted value of each year and the average relative error of the two models was 7.25% and 3.70% respectively. Secondly, on the basis of the grey prediction model, BP neural network was used to correct the predicted value of total energy in Shandong province. Then, the grey BP modified model was used to obtain the total energy consumption of Shandong province from 2007 to 2016. MATLAB was used to calculate the predicted values of each year and the average relative error of the modified model was 2.04%. Finally, the total energy consumption of Shandong province in 2018-2035 is predicted. The results show that the average relative error is small and the prediction effect is obvious. This shows that the grey BP model is effective in predicting total energy consumption.
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1. Introduction

The production and use of energy is an important part of the national economy. Predicting and analyzing the total energy consumption is of vital importance for exploring the law of energy consumption and how to save energy. Through the analysis of China's total energy consumption over the years, it is found that China's total energy consumption shows an upward trend. According to the relevant data, the commonly used methods in the prediction of total energy consumption include LMDI method, multiple regression trial analysis model, gray prediction method and BP neural network.

Zhang Ming, Mu Hailin scholars constructed a decomposition model of passenger transportation energy consumption in China's megacities based on LMDI method, and applied the model to Shanghai, Beijing and other places [1]. Dai Xiaowen, He Yanqiu decomposed the factors affecting agricultural carbon emissions based on Kaya's identity, and then used the LMDI index decomposition method to analyze the driving strength and contribution rate of these factors [2]. It is concluded that the improvement of rural living standards is the most main factor in promoting agricultural carbon emissions [3]. Liu Yuhai and Wu Peng used the SBM-Undesirable model and the Meta-frontier production function as a comprehensive analysis framework to measure the economic growth efficiency of 17 members of the APEC region during the period of 1980-2007 under the dual constraints of energy consumption and carbon dioxide emissions [4]. The measurement factors of economic growth...
efficiency under double constraints are tested [5].
In this paper, the gray prediction model is used to make a preliminary prediction of the total energy consumption in Shandong Province. Secondly, the BP neural network is used to make predictions again. Then the gray BP model is used for correction. Finally, the total energy consumption of Shandong Province is predicted from 2018 to 2025. Therefore, it is verified that the gray BP model is more effective in the analysis of the total energy consumption.

2. Method Basis

2.1. Grey Forecast Model

The grey prediction model is a model that establishes relationships based on certain information and predicts uncertain information. The model mainly uses the accumulative method to initialize the data to generate a data sequence with strong regularity.

a) Gray sequence data processing - initial value processing

Suppose the original data is listed below

\[ x^{(0)} = \left\{ x^{(0)}(i) \right\}, x^{(0)}(i) \geq 0, i = 1,2, \cdots n \]  

(1)

After initializing \( x^{(0)} \), \( x^{(1)} \) is obtained, then:

\[ x^{(1)}(i) = \left\{ \frac{x^{(0)}(i)}{x^{(0)}(1)} \right\}, i = 1,2,\cdots, n \]  

(2)

b) Gray sequence generation method

Suppose the original data is \( \left\{ x^{(0)}(i) \right\} \), and \( x^{(0)}(i) \geq 0, i = 1,2,\cdots, n \), If \( x^{(1)}(i) \) and \( \left\{ x^{(0)}(i) \right\} \) satisfy the following relationship, namely:

\[ x^{(0)}(k) = \sum_{m=1}^{k} x^{(0)}(m) \]  

(3)

Among them, the r-time cumulative generation sequence has the following relationship:

\[ x^{(r)}(k) = x^{(r)}(k-1) + x^{(r-1)}(k) \]  

(4)

c) Grey differential equation

Assume that the differential equation is:

\[ \frac{dx}{dt} + ax = b \]  

(5)

Discretize the variable to get:

\[ \frac{dx}{dt} = \frac{x^{(1)}(k) - x^{(1)}(k-1)}{k - (k-1)} = x^{(1)}(k) - x^{(1)}(k-1) = x^{(0)}(k) \]  

(6)

d) Establishment of GM (1, 1) model

Let \( X^{(0)} \) be the GM (1, 1) modeling sequence:

\[ X^{(0)} = \left\{ x^{(0)}(1), x^{(0)}(2), \cdots x^{(0)}(n) \right\} \]  

(7)

Perform an accumulation and define a 1-AGO sequence with \( x^{(1)} \) as \( X^{(0)} \), then generate a sequence into the next

\[ X^{(1)} = \left\{ x^{(1)}(1), x^{(1)}(2), \cdots x^{(1)}(n) \right\} \]  

(8)

The grey differential equation model of GM (1, 1) is as follows

\[ x^{(0)}(k) + az^{(1)}(k) = b \]  

(9)

Let \( \hat{a} = (a,b)^T \) use the least squares method to estimate the parameters, which can be obtained:

\[ \hat{a} = \left( B^T B \right)^{-1} B^T Y_n \]  

(10)

among them,

\[ B = \left[ \begin{array}{c} -x^{(1)}(2)1 \\ -x^{(1)}(3)1 \\ \vdots \\ -x^{(1)}(n)1 \end{array} \right], Y_n = \left[ \begin{array}{c} x^{(0)}(2) \\ x^{(0)}(3) \\ \vdots \\ x^{(0)}(n) \end{array} \right] \]  

(11)

Then the time response function is as follows

\[ x^{(1)}(k+1) = x^{(1)}(0) - \frac{b}{a} + \frac{b}{a}, k = 1,2,\cdots,n \]  

(12)

\[ x^{(0)}(k+1) = x^{(0)}(k+1) - x^{(0)}(k) \]  

(13)

2.2. BP Neural Network Prediction Model

The propagation process of BP neural network is divided into two directions, namely forward propagation process and back propagation process. The forward propagation process is that the known information is the input layer, the hidden layer is the rule of limiting the value, and the output layer is obtained; the back propagation process is the calculation of the error, mainly by using the gradient descent method to adjust the weight of each neuron. There are fewer error signals.

The specific flow chart [8] is as follows
2.3. Grey BP Model

The grey BP model combines the grey prediction model with the BP neural network to obtain a new prediction model containing two prediction model information, which avoids the limitations of the single model. Construct a grey BP neural network prediction model, under the specific flow chart:

Figure 2. Schematic diagram of the grey BP correction model flow

Step 1: First, the data of 2007-2016 is used as the original sequence data, and the data is normalized by the grey prediction method.

Step 2: In the BP neural network, initialize the weight and threshold of the network, and determine parameters such as the learning rate.

Step 3: The original sequence data is divided into training data and test data (the test data does not participate in BP neural network training), wherein the training data selects the data of 2007-2014, and the test data selects the data of 2015-2016.

Step 4: Get the forecast data.

3. Take Shandong Province of China as an Example for Analysis

3.1. Grey Prediction Model for Total Energy Consumption

Based on the data from the National Bureau of Statistics' Yearbook, the grey forecasting model was established by taking the total energy consumption of Shandong Province in 2007-2016 as an example (see Table 1).

Table 1. Total energy consumption in Shandong Province from 2007 to 2016.

<table>
<thead>
<tr>
<th>Years</th>
<th>Energy consumption (ten thousand tons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>311442</td>
</tr>
<tr>
<td>2008</td>
<td>320611</td>
</tr>
<tr>
<td>2009</td>
<td>336126</td>
</tr>
<tr>
<td>2010</td>
<td>360648</td>
</tr>
<tr>
<td>2011</td>
<td>387043</td>
</tr>
<tr>
<td>2012</td>
<td>402138</td>
</tr>
<tr>
<td>2013</td>
<td>416913</td>
</tr>
<tr>
<td>2014</td>
<td>425806</td>
</tr>
<tr>
<td>2015</td>
<td>429905</td>
</tr>
<tr>
<td>2016</td>
<td>435819</td>
</tr>
</tbody>
</table>

3.1.1. Initial Value Processing
Get the answer: (1, 68521.01, 118794.9, 172498.4, 230284.0, 290997.8, 351980.3, 413984.2, 480518.5, 551236.8)

3.1.2. Forming a Gray Prediction Generation Sequence
Original series:
Accumulate according to (1.2) to generate a sequence:

\[ X^{(1)} = [43846.31, 93195.72, 144394.0, 200602.7, 259965.2, 322030.4, 381930.1, 446038.2, 514998.9, 587474.8] \]

### 3.1.3. Construct Model Matrix and Calculate Parameters

Calculated according to formula (11):

\[ \frac{dx^{(l)}}{dt} = -0.04472407x^{(l)} = 47091.21 \]

Then we get the answer

\[ a = -0.04472407, b = 47091.21 \]

### 3.1.4. Get the Prediction Model

\[ X^{(k+1)} = -1052900 + 47091.2e^{0.04472407k} \] (14)

According to the formula (14), the predicted total energy consumption of Shandong Province can be obtained. The results are shown in Table 2 below:

From the data in Table 2 we can find:

a) Grey forecasting models can be used to predict the total energy consumption of Shandong Province;

b) The residual difference obtained by this model is relatively large; the persuasiveness of the model is not strong.

c) According to the relative error rate in Table 2, the average relative error from 2007 to 2016 is 7.25%.

<table>
<thead>
<tr>
<th>Years</th>
<th>Energy consumption (10,000 tons)</th>
<th>Predictive value (10,000 tons)</th>
<th>Residual (10,000 tons)</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>311442</td>
<td>305449.29</td>
<td>-5992.71</td>
<td>-1.96%</td>
</tr>
<tr>
<td>2008</td>
<td>320611</td>
<td>330122.75</td>
<td>9511.75</td>
<td>2.88%</td>
</tr>
<tr>
<td>2009</td>
<td>336126</td>
<td>354796.21</td>
<td>18670.21</td>
<td>5.26%</td>
</tr>
<tr>
<td>2010</td>
<td>360648</td>
<td>379469.68</td>
<td>18821.68</td>
<td>4.96%</td>
</tr>
<tr>
<td>2011</td>
<td>387043</td>
<td>404143.14</td>
<td>17100.14</td>
<td>4.23%</td>
</tr>
<tr>
<td>2012</td>
<td>402138</td>
<td>428816.61</td>
<td>26678.61</td>
<td>6.22%</td>
</tr>
<tr>
<td>2013</td>
<td>416913</td>
<td>453490.07</td>
<td>36577.07</td>
<td>8.07%</td>
</tr>
<tr>
<td>2014</td>
<td>425806</td>
<td>478163.54</td>
<td>52357.54</td>
<td>10.95%</td>
</tr>
<tr>
<td>2015</td>
<td>429905</td>
<td>406462.7</td>
<td>-10450.3</td>
<td>-2.51%</td>
</tr>
<tr>
<td>2016</td>
<td>435819</td>
<td>406901.3</td>
<td>-18904.7</td>
<td>-4.44%</td>
</tr>
</tbody>
</table>
c) Get the training error to meet:
\[ E < \varepsilon \]

d) End of training
From the data in Table 3 you can find:
BP neural network can be used to predict the total energy consumption of Shandong Province;
The residual difference obtained by this model is smaller than that of the grey prediction model; however, there is still a problem that the model is not convincing.

According to the relative error rate in Table 3, the average relative error from 2007 to 2016 is 3.70%.

3.3. Gray BP Model

Normalize the energy consumption data of Shandong Province from 2006 to 2017, and obtain:
\[
[1, 68521.01, 118794.9, 172498.4, 230284.0, 290997.8, 351980.3, 413984.2, 480518.5, 551236.8]
\]

This paper takes the random number between trend weights [-2, 3], the learning rate is set to 0.001, the target precision control parameter reached after network training is set to 0, and the sample mode calculator and the training number calculator are set. Is 1, error E is set to 0.

Based on the revised model, the estimated energy consumption of Shandong Province in 2007-2016 using MBTLBA software is shown in Table 4 below.

<table>
<thead>
<tr>
<th>Years</th>
<th>Energy consumption (10,000 tons)</th>
<th>Predictive value (10,000 tons)</th>
<th>Residual (10,000 tons)</th>
<th>Relative error%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>311442</td>
<td>317702</td>
<td>6259.984</td>
<td>2.01%</td>
</tr>
<tr>
<td>2008</td>
<td>320611</td>
<td>325003.4</td>
<td>4392.371</td>
<td>1.37%</td>
</tr>
<tr>
<td>2009</td>
<td>336126</td>
<td>341436.8</td>
<td>5310.791</td>
<td>1.58%</td>
</tr>
<tr>
<td>2010</td>
<td>360648</td>
<td>364579.1</td>
<td>3931.063</td>
<td>1.09%</td>
</tr>
<tr>
<td>2011</td>
<td>387043</td>
<td>392809.9</td>
<td>5766.941</td>
<td>1.49%</td>
</tr>
<tr>
<td>2012</td>
<td>402138</td>
<td>396950.4</td>
<td>-5187.58</td>
<td>-1.29%</td>
</tr>
<tr>
<td>2013</td>
<td>416913</td>
<td>423125</td>
<td>6212.004</td>
<td>1.49%</td>
</tr>
<tr>
<td>2014</td>
<td>425806</td>
<td>419461.5</td>
<td>-6344.51</td>
<td>-1.49%</td>
</tr>
<tr>
<td>2015</td>
<td>429905</td>
<td>436310.6</td>
<td>6405.585</td>
<td>1.49%</td>
</tr>
<tr>
<td>2016</td>
<td>435819</td>
<td>435838.7</td>
<td>-9980.26</td>
<td>-2.29%</td>
</tr>
</tbody>
</table>

From the data in Table 4 we can find:
The gray BP model can be used to predict the total energy consumption of Shandong Province;
The residual difference obtained by this model is small compared to the first two models; overcoming the defects of a single model

According to the relative error rate in Table 4, the average relative error from 2007 to 2016 is 2.04%.
The contrast curve of the grey prediction model, BP neural network model and gray BP model relative error is obtained by using EXCEL software. The results are shown in Figure 3.

![Three model comparison diagrams](image-url)
According to the trend of the fold line in Figure 3, we can get:

The change of the relative error value of the gray prediction model shows an upward trend, which indicates that the error value will become larger and larger as the number of prediction years increases, and the model becomes more and more unsuitable.

Although the relative error value of the BP neural network model shows a downward trend, the error is too large at the beginning of the prediction, and the predicted value cannot be used reliably.

The fluctuation of the relative error of the gray BP model is small and stable.

Considering the comprehensive consideration, the grey BP model is more ideal than the single prediction model in energy consumption prediction.

3.4. Model Checking

The test results of the three models are shown in Table 5 below.

<table>
<thead>
<tr>
<th>Years</th>
<th>Actual value</th>
<th>Grey prediction model</th>
<th>BP neural network</th>
<th>Modified model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Predictive value</td>
<td>Predictive value</td>
<td>Predictive value</td>
</tr>
<tr>
<td>2007</td>
<td>311442</td>
<td>305449.29</td>
<td>349187.3</td>
<td>317702</td>
</tr>
<tr>
<td>2008</td>
<td>320611</td>
<td>330122.75</td>
<td>360266.6</td>
<td>325003.4</td>
</tr>
<tr>
<td>2009</td>
<td>336126</td>
<td>354796.21</td>
<td>387496</td>
<td>341436.8</td>
</tr>
<tr>
<td>2010</td>
<td>360648</td>
<td>379469.68</td>
<td>398848.8</td>
<td>364579.1</td>
</tr>
<tr>
<td>2011</td>
<td>387043</td>
<td>404143.14</td>
<td>404429.4</td>
<td>392809.9</td>
</tr>
<tr>
<td>2012</td>
<td>402138</td>
<td>428816.61</td>
<td>406614.2</td>
<td>396950.4</td>
</tr>
<tr>
<td>2013</td>
<td>416913</td>
<td>453490.07</td>
<td>406462.7</td>
<td>423125</td>
</tr>
<tr>
<td>2014</td>
<td>425806</td>
<td>478163.54</td>
<td>406901.3</td>
<td>419461.5</td>
</tr>
<tr>
<td>2015</td>
<td>429905</td>
<td>502837</td>
<td>407063.7</td>
<td>436310.6</td>
</tr>
<tr>
<td>2016</td>
<td>435819</td>
<td>527510.46</td>
<td>407045.8</td>
<td>425838.7</td>
</tr>
</tbody>
</table>

By using the error rate data in the table, the average relative error of the gray BP model is calculated to be 2.04%, while the gray prediction model and the BP neural network model are 7.35% and 3.70%, respectively. This shows that the gray BP model can effectively reduce the error to achieve higher prediction accuracy.

The gray BP model is used to predict the energy consumption of Shandong Province from 2018 to 2035. The results are shown in Figure 4 below.

4. Conclusion

By analyzing the trends in Figure 4, you can get:

In general, energy consumption in Shandong Province will continue to increase from 2018 to 2035;

From careful analysis, it is found that energy consumption is not increasing, but a wave-like increasing trend, which may be related to accidental factors such as policy changes and climatic conditions.

According to the total energy consumption of Shandong Province from 2007 to 2016, the grey prediction model is used to make a preliminary prediction, and then BP neural network is used to correct it. The average error after correction is
reduced from 7.25% to 2.04%, which shows that the grey BP model is more correct. This can accurately reflect the actual situation of the total energy consumption in Shandong Province, and provide a reference for the future prediction of the total energy consumption in Shandong Province.

In the follow-up study, we can no longer be limited to the forecast of total consumption in Shandong Province. After knowing the energy consumption of other areas in the previous few years, we can put these data into the model and get the corresponding forecast value.

Acknowledgements
The authors would like to thank everyone, just everyone!

References