Classification of EEG Physiological Signal for the Detection of Epileptic Seizure by Using DWT Feature Extraction and Neural Network
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Abstract: EEG (Electroencephalogram) is a technique for identifying neurological disorders. There are various neurological disorders like Epilepsy, brain cancer, etc. Feature extraction and classification of electroencephalogram (EEGs) signals for (normal and epileptic) is a challenge for engineers and scientists. Various signal processing techniques have already been proposed for classification of non-linear and non-stationary signals like EEG. In this work, neural network analysis (NNA) based classifier was employed to detect epileptic seizure activity from background electro encephalographs (EEGs). Two types of EEG signals (healthy subject with eye open condition, epileptic) were selected for the analysis. Signals were reprocessed, decomposed by using discrete wavelet transform DWT till 5th level of decomposition tree. Various features like mean, standard deviation, median, entropy, kurtosis and skewness were computed and consequently used for classification of signals. The range of these features in non-epileptic and epileptic group of 80 subjects each from data set is analyzed for data available at the Department of Epileptology, University of Bonn, and the parameters with distinct non-overlapping zone are identified. The results show the promising classification accuracy of nearly 100% in detection of abnormal from normal EEG signals. The main purpose of this new approach is that the computation time of NNA classifier is less to provide better accuracy. This proposed classifier can be used to design expert system for epilepsy diagnosis purpose in various hospitals.
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1. Introduction

Electroencephalogram is the study of the electrical signals produced by brain. Electrical signals generated by the human brain represent the thinking of the mind and the status of the body. The close study of those EEG (EEG) signals is helpful in several analysis areas like detection and classification of event connected potentials, seizure detection and prediction, brain–computer interfacing, Study of mental disorders like psychiatrically disorders, dementedness and sleep signal analysis. For higher understanding of human behaviour the EEG signal waves square measure more divided in five major sub-bands supported the frequency ranges. These bands from low to high frequencies respectively are called delta (δ) (Range 0.5-4Hz), theta (θ)(Range 4-8 Hz), alpha (α) (Range 8-13 Hz), beta (β)(Range 13-30 Hz), and gamma (γ) (Range 30-45 Hz) [1]. The visual distinction of seizure from common artefacts among associate degree graph measure is predicated on the form and spikiness of the waveforms. A proof with seizure has a tripping and distinguished peaky, whereas the foremost of alternative artefacts square measure non-stationary and every which way formed. However considering the actual fact that the recorded EEG pattern may be a special mapping of signals captured by placement of electrodes onto totally different regions of the scalp, it's very troublesome for person to watch and perceive the particular behaviour of the brain by just visual review. Therefore there's associate degree ever increasing demand of simply accessible and absolutely automatic convulsion detection system mistreatment EEG signals. During this paper we have a
tendency to propose options extraction of EEG signals from Discrete wavelet transforms (DWT). Further, Neural Network Analysis (NNA) is employed for classification into 2 categories i.e. is epileptic and normal. So as to scale back the time and space complexity and to avoid redundancy within the ascertained options, we’ve applied Principal element Analysis (PCA).

2. Related Work

The electrical signals for brain activity were first recorded by the English scientist Richard Caton in 1875. Hans Berger started the study of EEGs from human brain in 1920 [2]. Epilepsy is a Greek word, which means ‘to seize or attack’. The very basic concepts of epilepsy can be found in ancient Indian medicine (4500–1500 BC) as apasmara, which means “loss of consciousness”. Babylonian tablet in the British Museum in London also gives the detailed knowledge about the epileptic disease and its cure [1]. Kaufman associated the epileptic attacks with abnormal electrical discharges [3]. Most of the epilepsy analysis methods developed in the 20th century were based on the concept of visual inspection of EEG signals by highly skilled electroencephalography. However, with the advancement in the field of signal processing and pattern recognition, different automatic techniques of epileptic seizure detection have been developed in last two decades [6], [9]. Spectral analysis based feature extraction method provides poor results for EEG classification as the frequency domain information is provided at the cost of time domain information such as the amplitude distribution and EEG pattern. Hence, both time and frequency domain based feature extraction algorithms such as Discrete Wavelet Transform (DWT) are being used in current research [4]-[6]. The other advantage of DWT over spectral analysis is its suitability for analysis of non-stationary signals like EEG [7], [8]. Kai Fu et al. Have recently published their work with Hilbert-Huang Transformed (HHT) based approach [9].

3. Data Selection and Recording

We have used publicly available data described in [10]. The complete data set consists of five sets (denoted A–E) each containing 100 single-channel EEG segments. These segments were selected and cut out from continuous multi-channel EEG recordings after visual inspection for artefacts, e.g., due to muscle activity or eye movements. Sets A and B consisted of segments taken from surface EEG recordings that were carried out on five healthy volunteers using a standardised electrode placement scheme.

Volunteers were relaxed in associate awake-state with eyes open (A) and eyes closed (B), severally. Sets C, D, and E originated from graph archive of pre-surgical identification. EEGs from 5 patients were hand-picked, all of whom had achieved complete seizure management when surgical operation of one of the hippocampal formations, that was thus properly diagnosed to be the epileptogenic zone. Segments in set D were recorded from among the epileptogenic zone, and people in set C from the hippocampal formation of the other hemisphere of the brain, whereas sets C and D contained solely activity measured
throughout seizure free intervals, set E solely contained seizure activity. The electrodes were set as shown in fig. 1. The frontal lobe, temporal lobe, parietal lobe, central lobe, and occipital lobe were named F, T, P, C, and O, respectively [11].

Here segments were selected from all recording sites exhibiting ictal activity. All EEG signals were recorded with the same 128-channel amplifier system, using an average common reference. The data were digitised at 173.61 samples per second using 12 bit resolution. Band pass filter settings were 0.53–40 Hz (12dB/oct). In this study, we used two dataset (A and E) of the complete dataset.

Decomposition of Non-epileptic and Epileptic EEG signal with delta, theta, alpha, beta and gamma subband decomposition is shown in Figure 3 and 4 with decomposition frequency of each subband. According to the Nyquist Theorem, the maximum useful sampling frequency is half of the sampling frequency. Here we have:

\[
f_s = \frac{173.61}{2} = 86.6 \text{ Hz}
\]

Where \(f_s\) is the sampling frequency. Figure no. 3 shows the five level decomposition of EEG data sample.

### 4. Methodology

#### 4.1. Wavelet Transform for Signal Analysis

We used Wavelet transform technique to decompose the signals and reconstruct the data accurately. rippling remodel technique could be a appropriate analytical tool for the Non Stationary signals analysis like encephalogram and it had been projected by Jean Morlet a French geologist in 1982[12]. It involves the breaking down of the brain signals into numerous shorter reads of bands as per demand. In distinct wavelet analysis, a multi-resolution description is employed to decompose a given signal f(t) into progressively finer details supported 2 sets of basic functions [13] the wavelets and the scaling functions, as follows:

\[
f(t) = \sum_{j=0}^{\infty} \sum_{k=0}^{2^j-1} \hat{c}_j(k) \varphi(2^j t - k) + \sum_{j=1}^{\infty} \sum_{k=0}^{2^j-1} \hat{d}_j(k) \psi(2^j t - k)
\]

where functions. \(\varphi(t)\) and \(\psi(t)\) are the basic scaling and mother wavelet respectively. Five sub-bands are obtained, namely Delta (0-4.05 Hz), Theta (4.05-8.1Hz), Alpha (8.1-12.15 Hz), Beta (12.15-32.5 Hz) and Gamma (>32.5 Hz) [14].

The number of decomposition levels is chosen supported the dominant frequency parts of the signal. The amount square measure chosen such those components of the signal that correlates well with the frequencies necessary for classification of the signal square measure maintained within the riffle coefficients. Within the present study, since the encephalogram signals don’t have any helpful frequency parts higher than 30 cycles/second, the amount of decomposition levels was chosen to be four.

Thus, the encephalogram signals were rotten into details D1–D4 and one final approximation, A4. Usually, tests square measure performed with differing kinds of wavelets and also the one, which supplies most potency, is chosen for the actual application. The smoothing feature of the Daubechies riffle of order a pair of (db2) created it additional applicable to sight changes of encephalogram signals. Hence,
the ripple coefficients were computed victimization the db4 within the present study. The projected methodology was applied on each knowledge set of encephalogram knowledge (Sets A and E).

4.2. Feature Extraction

In this work we have chosen the statistical parameters All the extracted features constitute the combined feature index (CFI) = (F1, F2, F3, F4, F5,........ Fn), which is presented as an input to the ANN network. The features used in the evaluation of the performance of the proposed scheme are mean, standard deviation, median; entropy, kurtosis and skewness were calculated at each decomposition level starting from 05 to 08 for the normal and epilepsy categories of signals. The mathematical equations are represented as follows:

**Mean μ**

Mean are fundamental statistical attributes of a time series the arithmetic mean of a time series is the average expected value of that time series. In some cases, the mean value of a time series can be the operating point or working point of a physical system that generates the time series.

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} A_i
\]

where \(i = 1, 2, 3, 4...........

The mean indicated by \(\mu\). The Value in the signal \(X\), by letting the index, \(i\), run from 0 to 1. Then finish the calculation by dividing the sum by \(N\). This is identical to the equation: \(\mu = (X_0 + X_1 + X_2 + \ldots + X_{N-1})/N\).

**Standard Deviation \(\sigma\)**

The standard deviation is similar to the average deviation except the averaging is done with power instead of amplitude. This is achieved by squaring each of the deviation before taking the average. To finish the square root is taken to compensate for the initial squaring. In equation from the standard deviation is calculation.

\[
\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (X_i - \mu)^2}
\]

where \(i = 1, 2, 3, 4...........

\(X\) is signal with mean \(\mu\), \(N\) is the number of sample and \(\sigma\) is standard deviation.

**Kurtosis \(k\)**

The kurtosis are higher-order statistical attributes of a time series. Kurtosis measures the peakedness of the probability density function (PDF) of a time series. A kurtosis value close to three indicates a Gaussian-like peakedness. PDFs with relatively sharp peaks have kurtosis greater than three. PDFs with relatively flat peaks have kurtosis less than three.

\[
k = \frac{E((x-\mu)^4)}{\sigma^4}
\]

where \(X\) is a signal, \(\mu\) is the mean of \(x\), \(\sigma\) is the standard deviation of \(X\), and \(E(t)\) represented the expected value of the quantity \(t\) Kurtosis computes a sample version of this population value.

**Skewness \(S\)**

The skewness are higher-order statistical attributes of a time series. Skewness indicates the symmetry of the probability density function (PDF) of the amplitude of a time series. A time series with an equal number of large and small amplitude values has a skewness of zero. A time series with many small values and few large values is positively skewed and the skewness value is positive. A time series with many large values and few small values is negatively skewed and the skewness value is negative.

\[
S = \frac{E((x-\mu)^3)}{\sigma^3}
\]

Where \(\mu\) is the mean of signal \(x\), \(\sigma\) is the standard deviation of \(x\), and \(E(t)\) represented the expected value of the quantity \(t\) Skewness computes a sample version of this population value.

**Entropy \(E\)**

Entropy is a numerical measure of the randomness of a signal. Entropy can act as a feature and used to analyze psychological time series data such as EEG data. The Entropy can thus be calculated as

\[
E(s) = \sum_i E(s_i)
\]

The \(E\) must be the an additive cost function such that \(E(0) = 0\). Entropy is the statistical descriptor of the variability within the EEG signal and is a strong feature for epilepsy detection.

**Median \(M\)**

The median is a simple measure of central tendency. To find the median, we arrange the observations in order from smallest to largest value. If there are an odd number of observations, the median is the middle value. If there is an even number of observations, the median is the average of the two middle values The median is a simple measure of central tendency. To find the median, we arrange the observations in order from smallest to largest value. If there are an odd number of observations, the median is the middle value. If there is an even number of observations, the median is the average of the two middle values.

\[
M = \frac{\sum_{i=1}^{N} X_i}{N}
\]

\(X\) refers to the entire set of the numbers. Median are more robust than arithmetic mean and geometric mean if the raw data does not contain significant outliers.

4.3. Classification

Several statistical models have been proposed for classification and prediction. Classifying and predicting disorders based on risk factors is one of the applications of artificial neural networks [15, 16]. Artificial neural networks are simply applicable to problems with no algorithmic solution, a complex algorithmic solution, and problems that are simple for people but difficult for computers [17]. They are also useful as an alternative solution for problems that generally have statistical solutions, such as regression
modeling, predicting time series, cluster analysis, discriminate analysis, statistical decision-making problems, process control, and estimating the conditional distribution [15, 16]. An artificial perceptron multi-layer neural network [18] with error back propagation algorithm was used for evaluating different states of EEG signals, such as healthy, convulsive, and epileptic states. Structure of Multilayer perceptron shown in Figure 6.

![Figure 5. General flowchart for seizure classification.](image)

In this work the dataset which is used from these data 75% data from set A and 75% data from set E is used for Training. For testing purpose 25% data is used. This selected data is used as input to the MLPNN Classifier which is used in this work. The number of neurons in the input layer symbolizes the number of features presented to the network, followed by hidden layer with neurons which transforms the input into non-linear combinations and passes the signals to the output layer [19].

![Figure 6. Multilayer perceptron.](image)

In this proposed framework, the number of neurons in the input layer is ten corresponding to CFI and the number of neurons in the output layer is three to classify three different classes. The most challenging task is to select the number of neurons in hidden layer. In our work we varied the numbers of hidden nodes from 6 to 3 to find out the architecture giving the better performance with high accuracy. We have adapted our method by systematically enumerating all combinations of feature vectors and the combination of and checking all different size CFIs for the optimality of the features. Different features combination set has been obtained, and performance is evaluated from MLPNN.

5. Result

In this process classification is done for ictal state (E) and other healthy state (A) and in order to measure the performance of the classifier, Sensitivity (True Positive Ratio - TPR) and Specificity (True Negative Ratio - TNR) were calculated.

**Sensitivity (TPR)**

Sensitivity is the strength of the capacity to detect and discriminate stimuli. It is how strong the perception of a stimulus is in an individual. A person who has higher sensitivity will perceive a stimulus more strongly at a lower level than someone who is less sensitive to the stimulus.

**Specificity (TNR)**

Specificity relates to the test's ability to correctly detect patients without a condition. Consider the example of a medical test for diagnosing a disease. Specificity of a test is the proportion of healthy patients known not to have the disease, who will test negative for it.

**Accuracy**

Accuracy is the degree of closeness of a measured or calculated quantity to its actual (true) value. A measurement system or computational method is called valid if it is both accurate and precise.

Equation given below describe the formula used for calculating Sensitivity and Specificity using True Positive (TP), True negative (TN), False Positive (FP) and False Negative (FN).

\[
\text{Sensitivity} = TPR = \frac{TN}{TP + FN} \times 100\%
\]
\[
\text{Specificity} = TNR = \frac{TP}{TN + FP} \times 100\%
\]
\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \times 100\%
\]

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Actual Class</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>Yes</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>FP</td>
<td>No</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

In this work obtain values of TP, TN, FP, FN are TP = 80, FP = 0, TN = 80, FN = 0. The values obtained for performance measuring Parameters is shown.
The proposed technique could attain a higher accuracy of 100% better accuracy. The results have been shown that the Normal with Eye open and with a quality manuscript. His critical judgment and review shaped this paper to add Engineering, for his right orientation, invaluable knowledge.

Professor, Department of Electronics & Telecommunication seizure. of gratitude to my project guide Dr. Arun Kumar, Associate features derived from DWT for the detection of an epileptic EEG data sets for all individual and combined statistical use the EEG data available in the public domain (R. G. Andrzejak, K. Lehnertz & F. Morman, 2001). I owe a debt of appreciation. Epilepsia, vol. -45(7), July 2004, page-882.

6. Conclusion
An expert model was developed for detection of epilepsy on the background of EEG by using discrete wavelet transform and MLPNN classifiers. It has been found that the computation time of NNA classifier is very less to provide better accuracy. The results have been shown that the proposed technique could attain a higher accuracy of 100% using classifiers for normal eyes open and epileptic seizure EEG data sets for all individual and combined statistical features derived from DWT for the detection of an epileptic seizure.
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