Limitation of pencil beam convolution (PBC) algorithm for photon dose calculations in inhomogeneous medium
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Abstract: Purpose: The main purpose of this study is to investigate the accuracy of pencil beam convolution (PBC) algorithm when high-density inhomogeneity is involved along the photon beam path. This study will help the PBC users understand the limitation of PBC during the treatment planning of real cancer treatment plans, especially when tumor is located beyond high-density tissue such as bone.

Methods: Inhomogeneous phantom (30 cm x 30 cm, 17 cm deep) with a 5 cm thick solid water as the top layer followed by 5 cm thick PVC and 7 cm solid water was manufactured for depth dose calculations and measurements. Data were obtained beyond PVC medium for three field sizes: 5 x 5 cm$^2$, 10 x 10 cm$^2$, and 20 x 20 cm$^2$. Dose calculations were performed using PBC and measurements were done using chamber. Measured and calculated data were compared against each other.

Results: PBC produced dose prediction errors beyond high density medium by 3.7% to 7.3% for field size 5 x 5 cm$^2$, by 4.8% to 6.9% for field size 10 x 10 cm$^2$, and by 5.9% to 7.3% for field size 20 x 20 cm$^2$. The results of this study, however, showed no clear dependency on the field size. Similarly, difference between the PBC and measurements did not show a clear trend when results at various points were compared with each other.

Conclusion: PBC can overestimate the dose by up to 7.3% beyond high-density medium. High density materials such metallic immobilization devices must be avoided in the beam path during the patient treatment.
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1. Introduction

The primary goal of radiation therapy for cancer treatment is to deliver maximum dose to the target and reduce dose to the critical structures. In order to obtain better tumor control, an accuracy of dose delivery is very important in radiation therapy. One of the factors that can affect the dose delivery is the dose calculation algorithm used for dose computations in the treatment planning system (TPS). To meet the International Commission on Radiation Units (ICRU) criteria, dose calculation accuracy must be within 2-3%. [1] Pencil beam convolution (PBC) algorithm is one of the commonly used algorithms for treatment planning in radiation therapy. PBC calculates dose distribution in infinitesimally narrow pencil beams and dose deposition kernels are derived from data obtained from the measurements in water. [2, 3] Furthermore, each pencil beam is corrected by a factor accounting for differences in beam attenuation [4], whereas the inhomogeneity correction is applied using equivalent tissue air ratio (ETAR) method. However, the inhomogeneity correction in lateral direction of the pencil beams is not accounted. [5] The purpose of this study is to investigate the accuracy of PBC when high-density inhomogeneity is involved along the photon beam path. This study will help the PBC users understand the limitation of PBC during the treatment planning for real cancer patients, especially when tumor is located beyond high-density tissue such as bone.

2. Methods and Materials

2.1. Central Axis Depth Dose Calculation

An inhomogeneous phantom (Figure 1) was manufactured for the depth dose calculation purpose. Dose computation was performed at an interval of 1 cm after high-density interface for three field sizes: 5 x 5 cm$^2$, 10 x 10 cm$^2$ and 20 x 20 cm$^2$. All central axis depth dose calculations were done for 200 monitor units (MUs) with a dose calculation grid size of 2.5 mm. The source to surface distance (SSD) was 100 cm and beam energy was 6 MV.
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Figure 1: Schematic diagram of inhomogeneous phantom. Each point of interest (P1, P2, P3, and P4) is 1 cm apart, and P1 is 1 cm from PVC/Solid Water interface.

2.2. Central Axis Depth Dose Measurement

For the depth dose measurements, 200 MUs were delivered using a linear accelerator (Model: 2100 CD) and electrometer readings at each depth of measurement were obtained using cylindrical ionization chamber. At a given depth, three readings were recorded, and the average reading was used for the analysis. Measurements were performed at 100 cm SSD for the identical beam parameters that were used for the PBC dose computations.

2.3. Analysis

Calculated and measured doses were converted to the percent depth doses (PDD) for analysis by normalizing all doses to the depth of maximum dose (dmax). At each point of interest (P1, P2, P3, and P4) as shown in Figure 1, difference in PDD between PBC and chamber was analyzed. Furthermore, the effect of field size on PDD was investigated too.

3. Results and Discussion

Table 1 shows the PDD calculated by the PBC and PDD measured by an ionization chamber for field sizes 5 x 5 cm\(^2\), 10 x 10 cm\(^2\), and 20 x 20 cm\(^2\). For all points of interest (P1 - P4), it was observed that the PBC overestimated the PDD when compared to the measurements. For field size 5 x 5 cm\(^2\), PDD overestimation was by 3.7% to 7.3%, whereas for field size 10 x 10 cm\(^2\), PDD overestimation was from 4.8% to 6.9%. (Table 1 and Figure 2) Similarly, the PDD overestimation was found to be from 5.9% to 7.3% for field size 20 x 20 cm\(^2\). (Table 1 and Figure 2)

Table 1: Comparison between the PBC percent depth dose (PDD) and measured/chamber PDD for field sizes 5 x 5 cm\(^2\), 10 x 10 cm\(^2\), and 20 x 20 cm\(^2\).

<table>
<thead>
<tr>
<th></th>
<th>PBC PDD</th>
<th>Chamber PDD</th>
<th>D (%)</th>
<th>PBC PDD</th>
<th>Chamber PDD</th>
<th>D (%)</th>
<th>PBC PDD</th>
<th>Chamber PDD</th>
<th>D (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>53.6</td>
<td>51.7</td>
<td>3.7</td>
<td>58.4</td>
<td>55.2</td>
<td>5.8</td>
<td>62.7</td>
<td>58.9</td>
<td>5.9</td>
</tr>
<tr>
<td>P2</td>
<td>50.3</td>
<td>47.8</td>
<td>5.2</td>
<td>53.5</td>
<td>50.8</td>
<td>5.3</td>
<td>59.1</td>
<td>55.8</td>
<td>5.9</td>
</tr>
<tr>
<td>P3</td>
<td>47.1</td>
<td>44.4</td>
<td>6.1</td>
<td>50.8</td>
<td>47.5</td>
<td>6.9</td>
<td>55.9</td>
<td>52.1</td>
<td>7.3</td>
</tr>
<tr>
<td>P4</td>
<td>43.9</td>
<td>40.9</td>
<td>7.3</td>
<td>48.5</td>
<td>46.3</td>
<td>4.8</td>
<td>52.8</td>
<td>49.5</td>
<td>6.7</td>
</tr>
</tbody>
</table>

D = Difference in PDD, where \(D = \left(\frac{PBC - Chamber}{Chamber}\right) \times 100\)

Several authors have investigated the accuracy of PBC in different experimental set up by comparing dose calculated by PBC with the measurements. For example, Gray et al [2] found that PBC could produce dose prediction errors greater than 2.5% when dose calculation is performed beyond large air gaps. Similarly, it was reported that difference in between PDD and measurements could be up to 6.7% beyond high-density heterogeneity [6]. Those results [6] are consistent with the findings presented in this study. Several other authors have also reported dose prediction errors by dose calculation algorithms [7-12] when inhomogeneity correction is applied for photon dose calculations. Dose differences may also vary depending on the photon beam energy used for calculations. [13,14,15] The results of this study, however, showed no clear dependency on the field size. Similarly, difference between the PBC and measurements did not show a clear trend when results at various points (P1, P2, P3, and P4) were compared with each other.

Figure 2: Difference in PDD between the PBC and measurements at P1, P2, P3, and P4 for field sizes 5 x 5 cm\(^2\), 10 x 10 cm\(^2\), and 20 x 20 cm\(^2\) in inhomogeneous phantom (see Figure 1)
In PBC, final dose calculation is done based on the dose distribution in infinitesimally narrow pencil beams, and the dose deposition kernels, which are derived from the measurements done in the water medium, which is homogeneous. Since the real patient body may contain of different density, correction factor to each pencil beam needs to be applied, and this takes into account of the beam attenuation. However, dose from the adjacent pencil beams is ignored in each calculation. This could potential lead to dose prediction errors when the dose calculation needs to be done in the medium which may contain electron density that is significantly different than that of water. Hence, in the PBC, inhomogeneity correction is taken only in the beam direction. This could lead to unacceptable errors in patient dose calculation when treating a lung tumor or the chest wall, which has combination of high and low density heterogeneity.

It is well known fact that dose calculation algorithm is a major component in the treatment planning system (TPS) in radiation therapy. [8] Hence, it is imperative to have more accurate dose calculation engine for computations on the patient treatment plans. Otherwise, the treatment delivery will cause the under-dose of the tumor or overdose of the normal tissues. This will further cause unwanted treatment outcome in the patients.

The improvement in dose delivery technique using sophisticated techniques further complicates the accuracy of dose calculation algorithms. Some of the commonly used treatment techniques are intensity modulated radiation therapy (IMRT) and volumetric modulated arc therapy (VMAT). These techniques modulate the radiation beam to deliver conformal dose to the target. For example, during the dose delivery using VMAT technique, there is a simultaneous variation in the gantry speed, dose rate, and MLC leaf positions. Treatment techniques such as IMRT and 3D conformal radiation therapy (3DCRT) can also bring the variation in the dosimetric results. [16] Additionally, dose calculation accuracy can be also be dependent on the grid size used to calculate the cancer treatment plans.

In the recent years, there has been evolution of dose calculation algorithms such as analytical anisotropic algorithm (AAA), collapsed cone convolution (CCC) algorithm, and Acuros XB algorithm (AXB). [8, 15] The first two are model based algorithms, whereas the third one has been reported to be Monte Carlo based. It is known fact that Monte Carlo would be the perfect dose calculation algorithm, but due to higher calculation time, it is not feasible to use Monte Carlo algorithm clinically. Researchers have reported the dose errors from AAA and CCC, especially in the high and low density media. Due to difference in the modeling approach within the dose calculation, it may not be possible to get the same calculated results among different algorithms. Among different commercially available dose calculation algorithms, the AXB appears to be more accurate one, and several researchers have reported superior accuracy of AXB when compared to the AAA or PBC. [8, 15]

Most of the treatment planning results are based on the physical dose-volume. There has been growing interest using the radiobiological models along with the dose calculation algorithms in the treatment planning system. [17] This will help the clinicians to relate the radiation dose to the radiobiological parameters such as tumor control probability and normal tissue complication probability.

This study was focused on the photon dose calculations. It is worth mentioning that proton dose calculations could prove to be superior to the photons. This is because of the physical properties of protons in terms dose deposition at the end of proton beam path with no exit dose and sharp lateral penumbra. [18, 19, 20] Proton therapy could be more beneficial for the pediatric patients since there is less integral dose, and this can reduce the chance of secondary cancer. However, the researchers have reported the issue of neutron dose in proton therapy as well. [21-22]

In the experimental set up of this study, high-density material such as PVC will cause the beam attenuation, and photon beam is hardened as it passes through the PVC region. Dose difference between the PBC and the measurements seen in this study could be due to inaccurate estimation of beam attenuation and beam hardening as a result of high density medium. The accuracy of dose calculation algorithms is essential for tumor control; otherwise, inaccurate dose estimation may lead to tumor recurrence or higher normal tissue toxicities. The results presented in this study and other studies [2, 6-12] reveal that dose calculation algorithms have limitations in predicting accurate dose when photon beam passes through the high and low density heterogeneity. Hence, during the computed tomography (CT) simulation and patient treatment, it is essential to avoid the high and low density materials in the beam path prior to beam entering into the patient body. Further investigations on dose calculation algorithms are necessary, especially for different clinical scenarios.

4. Conclusion

PBC can overestimate the dose by up to 7.3% beyond high-density medium. High density materials such metallic immobilization devices must be avoided in the beam path during the patient treatment.
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