Abstract: One of the emerging challenges in the 21st century era is collecting and handling ‘Big Data’. The definition of big data changes from one area to other over time. Big data as its name implies is unstructured data that is very big, fast, hard and comes in many forms. Though the applications of big data was confined to information technology before 21st technology, now it is of emerging area in almost all engineering specializations. But for water managers/engineers, big data is showing big promise in many water related applications such as planning optimum water systems, detecting ecosystem changes through big remote sensing and geographical information system, forecasting/predicting/detecting natural and manmade calamities, scheduling irrigations, mitigating environmental pollution, studying climate change impacts etc. This study reviewed the basic information about big data, applications of big data in water resources engineering related studies, advantages and disadvantages of big data. Further, this study presented some of review of literature which has been done on big data applications in water resources engineering.
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1. Introduction

Big data is a term that is used to describe data that is high volume, velocity, and variety; requires new technologies and techniques to capture, store, and analyze it; and is used to enhance decision making, provide insight and discovery, and support and optimize processes. Science is driven by data. Big data is growing rapidly, currently at a projected rate of 40% growth in the amount of global data generated per year versus only 5% growth in global Information Technology (IT) spending [5]. Around 90% of the world’s digitized big data was captured over just the past two years [15]. Big Data has the potential to revolutionize not only research, but also science. Imagine a system in which one has an access to a huge database; where one collect every detailed measure of every event that occurs on the globe. Big Data does not arise out of a vacuum: it is recorded from some data generating source: scientific experiments and simulations can easily produce petabytes (PB) of data per day. Much of this data is of no interest, and it can be filtered and compressed by orders of magnitude. One of the main challenges is to define these filters in such a way that they do not discard useful information [32]. For example, suppose one sensor reading differs substantially from the rest: it is likely to be due to the sensor being faulty, but how can one be sure that it is not an artifact that deserves attention? In addition, the data collected by these sensors most often are spatially and temporally correlated. Furthermore, one requires “on-line” analysis techniques that can process such streaming data on the fly, since one cannot afford to store first and reduce afterward.

The demand for food is expected to double by 2050 as the world’s population heads toward 9 billion people. Lack of water is a critical constraint to increasing food production, particularly as droughts and other consequences of climate change are making water scarcer. For water managers, big data is showing big promise to plan water systems optimally, to analyze climate change impact, to detect changes in ecosystem through remote sensing, to predict natural and
manmade calamities, to schedule irrigation plans, to mitigate environmental pollution, etc. Many have understood the importance of big data analysis in the above mentioned areas and they initiated their research. In fact, mobilizing Big Data to improve global water and food security was the subject of the 2014 Water for Food Global Conference hosted by the Robert B. Daugherty Water for Food Institute at the University of Nebraska in association with the Bill and Melinda Gates Foundation being held October 19-22 in Seattle. Further, IBM has started its research on big data applications for watershed management by capturing meteorological, surface, sub-surface and groundwater data, monitoring rain, snow, soil moisture, water turbidity, flow rates, temperature, and groundwater quality using different sensors. Therefore, the study of big data in real-life water related applications helps in preventing many natural and man-made disasters like floods, droughts, overflow of rivers/streams containing toxic wastes, siltation, erosion etc.

Greater data gathering and computing power is allowing researchers to develop drought-resistant crop breeds, better understand climate change and create models that help us to understand risks and opportunities moving forward, among other research goals. Climate change is a very real problem facing our planet. The term “climate change” can cover a great many things, some natural and some manmade, including global warming and loss of wildlife habitat. Each of these brings its own challenges but, increasingly, big data and analytics are being put to use to come up with new solutions and research methods. Climate change has been attracting a lot of attention for a long time due to the adverse effects of it is being felt everywhere. High spatial and temporal resolution data, which is of big in nature is required to study about the weather impacts in current and changing climate. Further, uncertainty in the climate studies is addressing through multi climate model ensemble as the data is big and models are complex.

It is evident from the many studies that the change in climate is happening in a very fast way. For example: Over the past century, the global sea level has risen by about 10 to 25 cm, Arctic ice sheets were shrinking at about 13% a decade (according to NASA), glaciers are melting, cities are experiencing recurring floods and deforestation is on the rise, and Earth’s average temperature has risen by 8.6 °F, and is projected to rise another 0.5 to 8.6 °F over the next hundred years [8]. To handle this issue, countries need a good action plan, which should be made on the basis of accurate, real-time or near real-time analytics. Big data and predictive analytics can potentially provide accurate, real-time or near real-time analytics. Given the rate at which climate is changing, one need to respond fast. Big data and predictive analytics technologies have enabled stakeholders to process huge volumes of data fast and generate accurate insights. Sensors are collecting data on various variables such as rain, soil, and forest cover and helping establish correlations between datasets. It is clear that big data and predictive analytics is, and will be one of the most important tools researchers will be using while they find ways to mitigate effects of climate change. More frequent and intense weather events can be predicted and managed with greater accuracy using big climatic data.

Big Data analysis and modelling can reach even farmers in poor, rural areas of developing countries through cell-phones, providing access to weather forecasting and market information to make better decisions and thereby helping improve livelihoods as well as local water and food security. Developing countries are taking on their own Big Data projects to better plan for the future. Sri Lanka, for example, recently began mapping many of its primary river basins to develop a comprehensive flood and drought mitigation plan. And ‘Kerala Water Authority’ uses IBM Big Data and analytics technology for seamless water distribution in the city of Thiruvananthapuram with more than 3.3 million inhabitants.

Big data, if done responsibly, can deliver significant benefits and efficiencies in water resources analysis, scientific research, environment, and other specific areas. Archive of big datasets collected during historical events that can be shared among researchers would be helpful in enabling quantitative analysis between different models i.e., the use of a common dataset for evaluations and validations of models would help researchers in developing models with improved quality. Especially, in the water resources area, there should be a well-established system of depositing collected data into a public repository, and also of creating public databases for use by other scientists/researchers. In fact, there should be an entire discipline of water resources that is largely devoted to the curation and analysis of such data.

Large amount of remote sensing data are now freely available from the NASA Open Government Initiative. Only one of NASA archives, the Earth Science Data and Information System (ESDIS), holds 7.5 petabytes (PB) of data with nearly 7,000 unique datasets and 1.5 million users in 2013 [31].

2. Review Studies on Big Data Applications in Water Resources

As we know, there is a flood of big data available at present era, but the applications of these big data are limited in many areas. It needs some time to get advance in the area of analyzing and applications of big data rather than collection and storing. Very few limited studies are available in reviewing the application of big data analysis in diverse areas other than information technology, which are mentioned below. [11] reported the various techniques to analyze big datasets and they have addressed various big data application in finance and business fields.

[2] performed both the biophysical and economic analysis and generated 6800 fully big and detailed future climates per emissions scenario. These climates were designed to represent the range of possible climate outcomes for South Africa by 2050. [25] reviewed about what is Big Data? Which technologies were used to build a Big Data infrastructure and
how it can be useful in the development of nation with prospect to improve decision-making in critical development areas such as health care, employment, economic productivity, crime and security, natural disaster and resource management? [34] introduced the water resources and hydropower cloud GIS platform based on development of service oriented big data architecture. The developed platform managed the various and massive data efficiently based on the construction of big data framework of survey, design, construction, environment, immigrant and equipment and supplies. [12] addressed about some of the real world examples of big data analytics and they differentiated how the big data analytics could be different from most supervisory control and data acquisition (SCADA) system.

[1] described the applicability of Big Data and analyzed the Big Data process model, which consists of storage system, handling process, and analysis mechanism. Further, they suggested that in future, the interest in and use of big data platforms will continue and expand and the applicable area too will go beyond Information Technology (IT) and be expanded to every possible sector. [24] introduced Big Data platform for environmental sciences and water resources management. This Platform was designed to provide effective tools that allow water system managers to solve complex water resources systems, water modeling issues and help in decision making. The Platform brings a variety of information technology tools including stochastic aspects, high performance computing, simulation models, hydraulic and hydrological models, grid computing, decision tools, Big Data analysis system, communication and diffusion system, database management, geographic information system (GIS) and Knowledge based expert system. The operators’ objectives of this Big Data Platform were to solve and discuss water resources problems that are featured by a huge volume of collected, analyzed and visualized data, to analyze the heterogeneity of data resulting from various sources including structured, unstructured and semi-structured data, also to prevent and/or avoid a catastrophic event related to floods and/or droughts, through hydraulic infrastructures designed for such purposes or strategic planning.

[16] analyzed the challenges and opportunities that big data bring in the context of remote sensing applications. Furthermore, they described the most challenging issues in managing, processing, and efficient exploitation of big data for remote sensing problems. They had demonstrated the two case studies discussing the use of big data in the aforementioned aspects. In the first test case, big data were used to detect marine oil spills automatically using a large archive of remote sensing and social media data together. In the second test case, content-based information retrieval was performed using high performance computing to extract information from a large database of remote sensing images, collected after the terrorist attack on the World Trade Center in New York City on Sept. 11, 2001. [4] studied the opportunities, challenges and benefits of incorporating big data applications for smart cities. The results reveals that several opportunities were available for utilizing big data in smart cities; however, there were still many issues and challenges to be addressed to achieve better utilization of this technology. [10] demonstrated a full implementation of a travel demand model utilizing mobile phone big data in the form of calls, Global Position System (GPS) traces, or real time traffic monitoring system as an input. They have mapped the flows of people within cities on to transportation infrastructure

[35] developed a learning algorithm named ‘Deep Big Networks (DBN)’ from a big data set and applied it to large water distribution system (WDS) containing a dozen tanks and several pump stations. A total of 13 Artificial Neural Networks (ANNs) have been trained, with each producing one output, for representing the whole system operation. In addition, before training the ANNs, sensitivity analysis was performed to figure out what inputs are sensitive to the desired output. Results suggest that DBN can eliminate the requirement for sensitivity analysis and also avoid use of multiple ANNs to represent the whole system. Further, comparison results suggest that the DBN model outperformed the conventional ANN and they are efficient and require less computational units than the shallow ANNs. [19] reviewed the 180 articles related to the opportunities and threats of Big Data Analytics for international development. The advent of Big Data delivers a cost-effective prospect for improved decision-making in critical development areas such as healthcare, economic productivity and security.

[18] reviewed the significance of big data requirement in modelling integrated urban hydrology, which comprises of land-use change modeling, urban drainage modeling, rainfall–runoff modeling, and urban water quality modeling. [13] used the big data in refining the geospatial targeting of new drought-tolerant (DT) maize varieties in Malawi, Mozambique, Zambia, and Zimbabwe (southern Africa). Results indicated that more than 1.0 million hectares (Mha) of maize in the study countries was exposed to a seasonal drought frequency exceeding 20% while an additional 1.6 Mha experience a drought occurrence of 10–20%. Spatial modeling indicated that new DT varieties could give a yield advantage of 5–40% over the commercial check variety across drought environments while crop management and input costs are kept equal. [21] summarize the strengths, weaknesses, and opportunities associated with big water data. He developed a tool named “Water Quality Risk Assessment Tool”. The tool is a model for how agencies and private developers can create value by identifying specific data sources, processing data with analytics, and visualizing data to address a specific user need. Furthermore, the tool shows how data value is increased with the user can interact with the information in an intuitive, functional interface.

[14] assessed the physical quantity and value of forest ecosystem services using oxygen release, soil and water conservation, carbon sequestration, and air purification as input data in Anhui provinces, central eastern China from 2009 to 2014 using big data. Further, optimization of output was done to identify the spatial and temporal heterogeneity during the study period. [29] evaluated the efficiency of
China’s forest resources in terms of economic, social and ecological indices by utilizing the big data, which was collected from 31 inland provinces and municipalities of China from 2005 to 2013. [30] proposed and tested a theoretical framework to explain resilience in supply chain networks for sustainability using unstructured Big Data, based upon 36,422 items gathered in the form of tweets, news, Facebook, WordPress, Instagram, Google+, and YouTube, and structured data, via responses from 205 managers involved in disaster relief activities in the aftermath of Nepal earthquake in 2015. The authors have used Big Data analysis, followed by a survey, which was analyzed using content analysis and confirmatory factor analysis (CFA).

[9] addressed the big data challenges of climate science, using a notion of Climate Analytics-as-a-Service (CAaaS), which is enabled by Cloud Computing. A subset of cloud-enabled CAaaS ‘Modern-Era Retrospective Analysis for Research and Applications (MERRA)’ was developed, which integrates observational data with numerical models to produce a global temporally and spatially consistent synthesis of 26 key climate variables. It represents a type of data product that is of growing importance to scientists doing climate change research and a wide range of decision support applications. [20] documented the improved natural resource management in supporting the societal development and environmental sustainability of China’s ecosystem using big data support. They have also proposed policies and decision-support models to provide optimization of sustainable technologies. [6] explored the factors, which influences the ecological land change using relevant big data sets, including spatial land data, soil data, DEM, climatic data, and socio-economic data during the period of 2000–2005 in China’s Beijing–Tianjin–Hebei Region. The results showed that the factors influencing different types of ecological land change have substantial differences.

3. Theoretical Consideration

Big data is characterized by five features: Volume, Velocity, Variety, Veracity, and Value defined as five “V” dimensions.

- **Volume**: The term, ‘Volume’ means amount or quantity of data that has been created from all the sources (eg. TeraBytes (TB = 1024 GigaBytes), PetaBytes (PB = 1024 TB), and ExaBytes (EB = 1024 PB)).

- **Velocity**: ‘Velocity’ represents the rate at which data is created, stored, analyzed and processed. For example: the velocity of big data in remote sensing involves not only generation of data at a rapid growing rate, but also efficiency of data processing and analysis. In other words, the data should be analyzed in a (nearly) real or a reasonable time to achieve a given task, e.g., seconds can save hundreds or thousands of lives in an earthquake.

- **Variety**: ‘Variety’ indicates that there are various types of data, and they could be classified to structured, semi-structured, and unstructured data sets depending on the sort of structure. For example, big remote sensing data consist of multisource (laser, radar, optical, etc.), multi-temporal (collected on different dates), and multi-resolution (different spatial resolution) data, as well as data from different disciplines depending on several application domains.

- **Veracity**: ‘Veracity’ can be described as the big noise in big data, which refers to the accuracy and truthfulness of the captured data and the meaningfulness of the results generated from the data for certain problems.

- **Value**: ‘Value’ refers to the possible advantage that a big data can offer based on good data collection, management, and analysis. Some more Vs of big data are ‘Volatility’, which refers to the retention policy of the structured data implemented from different sources. Also there is ‘Validity’ that refers to the correctness, accuracy, and validation of the data.

3.1. Big Data Analysis

Recently due to the increased use of internet, digital devices, mobile phones, sensors, social networking sites, Satellite images, etc., large amount of big data (more than petabytes) is produced per minute or second. One can utilize these data for decision making, trend finding, weather forecast, planning optimum resources management, etc. For this purpose the big data present in the world has to be stored and analyzed.

Big data is creating a new generation of decision support data management. A key to deriving value from big data is the use of analytics. Collecting and storing big data creates little value; it is only data infrastructure at this point. The collected big data should be analyzed to derive a value or decision before drawing any results. Big data and analytics are intertwined, but analytics is not new. Many analytic techniques, such as regression analysis, simulation, and machine learning, have been available for many years. Analysis of Big Data can be helpful in improving the decision-making in critical development areas such as, environment, remote sensing, artificial intelligence, natural disaster and resource management, etc. The challenge of big data in water resources involves not only dealing with high volumes of data. In particular, challenges on data acquisition, storage, management and analysis are also related to water resources problems involving big data. By analyzing this data, organizations are able to learn trends about the data they are measuring, as well as the people generating this data. The hope for this big data analysis are to provide more customized service and increased efficiencies in whatever industry the data is collected from.

Analyzing big data helps in answering below questions:

- What happened?
- Why did it happen?
- What will happen?
- How can we make it happen?

The enormous volumes of data require automated or semi-automated analysis techniques to detect patterns, identify anomalies, and extract knowledge. Again, the “trick” is in the software algorithms - new forms of computation, combining statistical analysis, optimization, and artificial
intelligence, are able to construct statistical models from large collections of data and to infer how the system should respond to new data.

Maintaining and analyzing a sheer size of the data is a major challenge and finding right analytical tools and smart systems to sit on top of the data and interpreting it in order to assist management in decision-making processes is another challenge. The analysis of Big Data involves multiple distinct phases, each of which introduces challenges. Many people unfortunately focus just on the analysis/modeling phase: while that phase is crucial, it is of little use without the other phases of the data analysis. Even in the analysis phase, which has received much attention, there are poorly understood complexities in the context of multi-tenanted clusters where several users’ programs run concurrently. Many significant challenges extend beyond the analysis phase. For example, Big Data has to be managed in context, which may be noisy, heterogeneous and not include an upfront model. Doing so raises the need to track provenance and to handle uncertainty and error: topics that are crucial to success, and yet rarely mentioned in the same breath as Big Data.

3.2. Big Data Analyzing Techniques

A/B testing or split testing or bucket testing: It is a technique in which control group is compared with a variety of test groups in order to determine what treatments (i.e., changes) will improve a given objective variable, e.g., crop yield [3].

Association rule learning or Fuzzy learning: It is a technique consisting variety of algorithms for discovering interesting relationships, i.e., “association rules,” among variables in large or b databases.

Classification: It consists some set of techniques to identify the categories in which new data points belong, based on a training set, which containing data points that have already been categorized. These techniques have been divided as supervised learning and unsupervised learning. Supervised learning is a set of machine learning technique that infer a function or relationship from a set of training data. Unsupervised learning is a set of machine learning technique that finds hidden structure in unlabeled data.

Cluster analysis: A statistical method for classifying objects that splits a diverse group into smaller groups of similar objects, whose characteristics of similarity are not known in advance. This is a type of unsupervised learning because training data are not used. This technique is in contrast to supervised learning.

Crowd sourcing: A technique for collecting data submitted by a large group of people or community (i.e., the “crowd”) through an open call, usually through networked media such as the Web.

Data fusion and data integration: A set of techniques that integrate and analyze data from multiple sources in order to develop insights in ways that are more efficient and potentially more accurate than if they were developed by analyzing a single source of data. Signal processing techniques can be used to implement some types of data fusion. One example of an application is sensor data from the Internet of Things being combined to develop an integrated perspective on the performance of a complex distributed system such as an oil refinery.

Data mining: A set of techniques to extract patterns from large datasets by combining methods from statistics and machine learning with database management. These techniques include association rule learning, cluster analysis, classification, and regression [35].

Ensemble learning: Using multiple predictive models (each developed using statistics and/or machine learning) to obtain better predictive performance than could be obtained from any of the constituent models. This is a type of supervised learning.

Genetic algorithms: A technique used for optimization that is inspired by the process of natural evolution or “survival of the fittest.” In this technique, potential solutions are encoded as “chromosomes” that can combine and mutate. These individual chromosomes are selected for survival within a modeled “environment” that determines the fitness or performance of each individual in the population. Often described as a type of “evolutionary algorithm,” these algorithms are well-suited for solving nonlinear problems.

Machine learning: A subspecialty of computer science (within a field historically called “artificial intelligence”) concerned with the design and development of algorithms that allow computers to evolve behaviors based on empirical data. A major focus of machine learning research is to automatically learn to recognize complex patterns and make intelligent decisions based on data.

Natural language processing: A set of techniques from a subspecialty of computer science (within a field historically called “artificial intelligence”) and linguistics that uses computer algorithms to analyze human (natural) language.

Neural networks: Computational models, inspired by the structure and workings of biological neural networks (i.e., the cells and connections within a brain), that find patterns in data. Neural networks are well-suited for finding nonlinear patterns. They can be used for pattern recognition and optimization. Some neural network applications involve supervised learning and others involve unsupervised learning.

Network analysis: A set of techniques used to characterize relationships among discrete nodes in a graph or a network. In social network analysis, connections between individuals in a community or organization are analyzed, e.g., how information travels, or who has the most influence over whom.

Optimization: A portfolio of numerical techniques used to redesign complex systems and processes to improve their performance according to one or more objective measures (e.g., cost, speed, or reliability). Genetic algorithms are an example of an optimization technique.

Pattern recognition: A set of machine learning techniques that assign some sort of output value (or label) to a given input value (or instance) according to a specific algorithm. Classification techniques are an example.

Predictive modeling: A set of techniques in which a
A mathematical model is created or chosen to best predict the probability of an outcome.

**Regression:** A set of statistical techniques to determine how the value of the dependent variable changes when one or more independent variables are modified. Often used for forecasting or prediction.

**Sentiment analysis:** Application of natural language processing and other analytic techniques to identify and extract subjective information from source text material. Key aspects of these analyses include identifying the feature, aspect, or product about which a sentiment is being expressed, and determining the type, “polarity” (i.e., positive, negative, or neutral) and the degree and strength of the sentiment.

**Signal processing:** A set of techniques from electrical engineering and applied mathematics originally developed to analyze discrete and continuous signals, i.e., representations of analog physical quantities (even if represented digitally) such as radio signals, sounds, and images. This category includes techniques from signal detection theory, which quantifies the ability to discern between signal and noise. Sample applications include modeling for time series analysis or implementing data fusion to determine a more precise reading by combining data from a set of less precise data sources (i.e., extracting the signal from the noise).

**Spatial analysis:** A set of techniques, some applied from statistics, which analyze the topological, geometric, or geographic properties encoded in a data set. Often the data for spatial analysis come from geographic information systems (GIS) that capture data including location information, e.g., addresses or latitude/longitude coordinates.

**Statistics:** The science of the collection, organization, and interpretation of data, including the design of surveys and experiments. Statistical techniques are often used to make judgments about what relationships between variables could have occurred by chance (the “null hypothesis”), and what relationships between variables likely result from some kind of underlying causal relationship (i.e., that are “statistically significant”). Statistical techniques are also used to reduce the likelihood of Type I errors (“false positives”) and Type II errors (“false negatives”). An example of an application is A/B testing to determine what types of marketing material will most increase revenue.

**Simulation:** Modeling the behavior of complex systems, often used for forecasting, predicting and scenario planning. Monte Carlo simulations, for example, are a class of algorithms that rely on repeated random sampling, i.e., running thousands of simulations, each based on different assumptions. The result is a histogram that gives a probability distribution of outcomes.

**Time series analysis:** Set of techniques from both statistics and signal processing for analyzing sequences of data points, representing values at successive times, to extract meaningful characteristics from the data.

**Visualization:** Techniques used for creating images, diagrams, or animations to communicate, understand, and improve the results of big data analyses.
inform the coastal area people about high tides, informing farmers about the rainfall, which crop to cultivate, which species of animal or plant to save, which natural resources to save etc.

- The information processed by big data applications should not be personal: data generated by sensors for monitoring natural or atmospheric phenomena like the weather or pollution should have a global access.

- Crop assessment and yield forecasting \([27, 17]\) requires big data analysis.

- Big data should be aggregated from diverse sources in a huge volume and imported to a model which allows decision-making in minutes rather than weeks or months. This is a big challenge for PetaByte level or larger volume of data inputs, for instance in applications related with hazard monitoring.

- Big data techniques have been successfully used for different applications, such as agriculture (e.g., food security monitoring, pasture monitoring), oceanic (e.g., ship detection, oil spill detection), Urban planning, management, and sustainability \([33, 23]\), human settlements (both urban and rural), grape productivity \([22]\), food security monitoring, water quality monitoring, energy assessment, population of disease, ecosystem assessment, global warming, global change, global forest resources assessment, ancient site discovery (For instance, a hidden relic site can be found by high resolution remote sensing data in a dense forest without modern infrastructure, which is an incredible barrier for field archaeologists to penetrate), Land development and use \([28]\) and so on.

- With the availability of big data, one can predict the trend of any even (Example: Flood) over hourly basis unlike days, weeks and years.

- Helps in preventing man-made disasters, such as sudden drops in water quality, which may not be detected until after they are reported in the media or after the outbreak of a contagious disease.

- Provide weather information that will lead to improving the country’s agriculture, better informing people of possible hazardous conditions, and better management of energy utilization by providing more accurate predictions on demand.

- Big Data can help in all four phases of disaster management: prevention, preparedness, response, and recovery. Two major sources of big data, dedicated sensor networks (e.g., earthquake detection using seismometers) and multi-purpose sensor networks (e.g., social media such as Twitter using smart phones), both have demonstrated their usefulness in disasters such as the Earthquake.

- Big data generated from the seismometers and other sources in terms of Seismic intensity maps, wind velocity maps, Tsunami estimation maps, radiation distribution maps and rainfall maps are continuously fed into geological models that can find earthquake epicenters precisely within seconds of the detection of earthquake vibrations.

- Understanding the environment requires collecting and analyzing data from thousands of sensors monitoring air and water quality and meteorological conditions. These measurements can then be used to guide simulations of climate and groundwater models to create reliable methods to predict the effects of long-term trends, such as increased CO\(_2\) emissions and the use of chemical fertilizers.

- Data feeds from pumping stations, sewage plants, and reservoirs deliver information to the central control systems on a range of measurements. This helps in spotting the flash floods by monitoring water levels in a reservoir timely and a GPS system assists in tracking the location flash flood site to follow up warning and rescue operations.

- Helps in improving the quality of precision farming which, reduce water requirements, allow for an increase in both crop volume and nutritional value of food grown.

### 3.4. Disadvantages of Big Data Analysis

- Inaccurate information drawn from big data analytics result in the distribution of rescuers and supplies to wrong places, wasting limited resources. False information could also misguide the public, increasing their stress level.

- The quantity of information now available to individuals and organizations is unprecedented in human history, and the rate of information generation continues to grow exponentially. Yet, the sheer volume of information is in danger of creating more noise than value, and as a result limiting its effective use.

- Disasters affect every country on Earth and effective disaster management is a global challenge. This is particularly the case of large-scale disasters that affect many countries (e.g., the 2004 Indian Ocean earthquake and tsunami) and multi-hazards such as the Earthquake and landslides. Tools that can be used by many countries will have significant broad impact in helping the world population as well as many government agencies and non-governmental organizations. At the same time, the importance of cultural, social, and linguistic differences among countries in emergency response and recovery, this will have impact on the big data used for disaster management.

- Having the ability to analyze Big Data is of limited value if users cannot understand the analysis. Ultimately, a decision-maker, provided with the result of analysis, has to interpret these results. This interpretation cannot happen in a vacuum. Usually, it involves examining all the assumptions made and retracing the analysis.

- There are many possible sources of error: computer systems can have bugs, models almost always have assumptions, and results can be based on erroneous data. Man power/human mind should be always there to understand and verify, the results produced by the computer. This is particularly a challenge with Big Data.
due to its complexity.
• Privacy of information and security of some of data constitutes a constraint.

4. Summary and Conclusions

This paper has successfully studied the definition of big data, size of big data, various previous studies related to big data towards water sector, techniques to analyze big data, advantages and disadvantages in using this data, applications in various fields. Though an extensive review on big data applications in various water resources related subjects have been studied here, still much have to learn about how to use and analyze the big data.
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