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Abstract: The set \( E \) of functions \( f \) fulfilling some conditions is taken to be the definition domain of \( s \)-order integral operator \( J^s \) (iterative integral), first for any positive integer \( s \) and after for any positive (fractional, transcendental \( \pi \) and \( e \)). The definition of \( k \)-order derivative operator \( D^k \) for any positive \( k \) (fractional, transcendental \( \pi \) and \( e \)) is derived from the definition of \( f^s \). Some properties of \( J^s \) and \( D^k \) are given and demonstrated. The method is based on the properties of Euler’s gamma and beta functions.
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1. Introduction

The definition of the first order ordinary integral (respectively derivative) of an integrable (respectively derivable) function \( f \) of a real variable \( t \) is the existence of

\[
J^1(f)(x) = \lim_{|t_n-x| \to 0} \sum_{t_n} f(t_n) (t_{n+1} - t_n)
\]

noted

\[
\int_a^x f(t) \, dt
\]

\[
D^1(f)(x) = \lim_{|t-x| \to 0} \frac{f(t) - f(x)}{t - x}
\]

written \( \frac{df}{dx} \) in Leibnitz’s notation and \( \frac{d}{dx} (f)(x) \) in operator notation. By mathematical induction, we extend the definition of \( J^s(f)(x) \) and \( D^s(f)(x) \) for any positive integer \( s \).

The problem of fractional integrals and derivatives is: “may we extend the definitions of \( J^s \) and \( D^s \) for \( s \) positive fraction, negative fraction, real and complex numbers ?”.

In fact, the fractional derivatives problem is an old one. In 1695, Leibniz raised the question: “Can the meaning of derivatives with integer order be generalized to derivatives with non-integer orders? “L’Hospital replied by another question to Leibniz:” What if the order be \( 1/2 \) ? “And Leibniz replied: “It will lead to a paradox, from which one day useful consequences will be drawn.” This was the birth of fractional derivatives.

Since then, several approaches have been done [1],[2],[3],[4] In reference [5], we have considered the case of \( f(x) = ax^k \) and for \( x \in \mathbb{R}_+ \). A first definition of a \( s \)-order derivative is given by the fundamental relation

\[
\frac{d^s}{dx^s} (ax^k) = a \frac{\Gamma(k+1)}{\Gamma(k-s+1)} x^{k-s}
\]

\[
+ \sum_{m=0}^{-1} c_m \frac{x^{m-s}}{\Gamma(m-s+1)}
\]

in which \( \{c_m\} \) is a set of arbitrary constants with finite values and \( \Gamma \) are Euler’s gamma function. The second part of this relation is the terms which allow the unified expression of derivatives and integrals respectively for both positive and negative orders. If \( s \) is a positive integer, the expression gives the ordinary derivative. If \( s \) a negative integer number, the expression is the ordinary indefinite integral (primitive) of \( ax^k \); it is not unique because it depends on arbitrary constants. This result is expected because it is well known that an indefinite integral is not unique. If the order \( s \) is a negative fraction, the fractional derivative is not unique; it depends on arbitrary constants. Notions of linear, semi-linear, commutative and semi-commutative properties fractional derivatives are introduced too.
A second definition of \( s \)-order derivative is given. It gives exactly the same results as in the first definition in the case of integer order. But some differences appear between the two definitions in the case of fractional order.

In the present work, a set \( E \) of more general functions is used instead of \( ax^k \). \( E \) is the set of functions \( f \) of real variable \( x \) such as \( f(x) = 0 \) for \( x \leq 0 \). \( f \) is derivable for any order and integrable for any order in the interval \( ]0, +\infty[ \). The \( s \)-order integral operator \( J^s \) for \( s \) positive integer is defined by \( s \)-iterative integral of \( J^1 \). The definition of \( J^s \) for any positive \( s \) is obtained in extending the expression of \( J^s \) for \( s \) positive integer to any \( s \) positive number. The definition of \( k \)-order derivative operator \( D^k \) for any positive \( k \) is derived from the expression of \( J^s \) for positive \( s \). Properties of \( J^s \) and \( D^k \) for any positive \( s \) and positive \( k \) are studied.

New and remarkable results for \( J^n, J^e, D^n \) and \( D^e \) for transcendental numbers \( \pi \) and \( e \) are given too.

In all our work, we define the extension of the factorial function \( n! \) as
\[
 n! = \Gamma(n + 1) \quad \text{for any} \quad n \in \mathbb{R} - \{k/k \in \mathbb{Z}_-\}
\]
For instance
\[
 \left(-\frac{1}{2}\right)! = \Gamma\left(-\frac{1}{2} + 1\right) = \sqrt{\pi} \\
(\pi - \pi)! = \Gamma(\pi - \pi + 1)
\]

2. Definition of One-Order Operator \( J^1 \) and One-Order Derivative Operator \( D^1 \)

Let \( E \) be the set of function \( f \) of real variable \( x \), derivable and integrable infinitely (at any order), and verifying
\[
f^{(k)}(x) = 0 \quad \text{for} \quad x \leq 0 \quad (2.1)
\]
for any \( k \in \mathbb{N} \). \( f^{(k)} \) stands for \( k \)-order derivative of \( f \).

Let us define the one order integral operator \( J^1 \) and the one-order derivative operator \( D^1 \) by the relations
\[
 J^1(f)(x) = \int_0^x f(t) \, dt \\
 D^1(f)(x) = \frac{d}{dx}(f(x)) = f'(x) \quad (2.2) \\
 f'(x) \quad \text{is the first derivative of} \quad f(x).
\]
\( D^1 \) is obviously an operator over \( E \) because there is one and only one \( D^1(f)(x) \) for a given \( f \). \( J^1 \) is an operator over \( E \) too because we have a definite integral. It will not be the case if we have an indefinite integral: \( J^1(f)(x) \) will not be unique because it will depend on an arbitrary additive constant.

3. Relations between \( J^1 \) and \( D^1 \)

Theorem 1

\[
 J^1 D^1 = D^1 J^1 = 1_E \quad (3.1)
\]
in which \( 1_E \) is the identity operator over the set \( E \).

Proof

\[
 J^1 D^1(f)(x) = \int_0^x f'(t) \, dt = f(x) - f(0) = f(x) \\
 J^1 D^1 = 1_E \quad (3.2)
\]
\[
 D^1 J^1(f)(x) = \frac{d}{dx}\int_0^x f(t) \, dt = f(x) \\
 D^1 J^1 = 1_E \quad (3.3)
\]

Theorem 2

\( J^1 \) and \( D^1 \) are inverse of each other: \( D^1 \) is the inverse of \( J^1 \) and \( J^1 \) is the inverse of \( D^1 \).

Proof

It is obvious because \( J^1 D^1 = D^1 J^1 = 1_E \)

Remarks.

We have \( D^1 J^1 = 1_E \) but we do not have \( J^1 D^1 = 1_E \) if and only if \( f(0) \neq 0 \).

\[
 D^1 J^1(f)(x) = \frac{d}{dx}\int_0^x f(t) \, dt = \frac{d}{dx}[F(x) - F(0)] = \frac{d}{dx}[F(x)] = f(x) \quad (3.6)
\]

\( F(x) \) is a primitive of \( f(x) \).

\[
 J^1 D^1(f)(x) = \int_0^x f'(t) \, dt = f(x) - f(0) \\
 \neq f(x) \quad \text{if} \quad f(0) \neq 0 \quad (3.7)
\]

Example.

For instance, let us take \( f(x) = e^x \):

\[
 D^1 J^1(e^x) = e^x \quad J^1 D^1(e^x) = e^x - 1 \neq e^x
\]

1) In general case \( J^1 \) is the right hand side inverse \( D^1 \) of \( J^1 \) and \( D^1 \) is the left hand side inverse \( J^1 \) of \( J^1 \). (see annex 2)[6]

2) For trigonometric function, the derivative operator is a rotation of \( \frac{\pi}{2} \) angle and integral operator is a rotation of angle \( -\frac{\pi}{2} \):

\[
 J^1(\sin(x)) = \sin\left(x + \frac{\pi}{2}\right) \quad J^1(\sin(x)) = \sin(x - \frac{\pi}{2}) \\
 D^1(\sin(x)) = \sin\left(x + \frac{\pi}{2}\right) \quad J^1(\sin(x)) = \sin(x - \frac{\pi}{2}) \\
 D^1(\cos(x)) = \cos\left(x + \frac{\pi}{2}\right) \quad J^1(\cos(x)) = \cos(x - \frac{\pi}{2}) \\
 D^1(\cos(x)) = \sin\left(x + \frac{\pi}{2}\right) \quad J^1(\cos(x)) = \sin(x - \frac{\pi}{2})
\]

for any positive integer \( s \). It may be extended for any real and complex \( s \).

This property will give us the possibility to extend the definition of the \( s \)-order operator derivative \( D^s \) and the \( s \)-order integral operator defined for positive integer \( s \) to
negative integer \( s \).

- \( f^{-1} = D^1 \) is the inverse of \( f^1 \)
- \( D^{-1} = f^1 \) is the inverse of \( D^1 \)
- \( f^{-s} = D^s \) for any positive \( s \)
- \( D^{-s} = f^s \) for any positive \( s \)

**Theorem 3**

\[ D^s f^s = f^s D^s = 1_e \quad \text{for any positive } s \] (3.8)

**Proof**

It may be deduced easily from the theorem 1.

### 4. Extension 1. Definition of S-Order Integral Operator \( I^s \) and S-Order Derivative Operator \( D^s \) for any Positive Integer \( s \).

Let us iterate \( s \)-times \( f^1 \)

\[ f^0(f)(x) = f(x) \]
\[ f^1(f)(x) = \int_0^x f(t) \, dt \]
\[ f^2(f)(x) = \int_0^x f^1(f)(t) \, dt = \int_0^x \int_0^{t_1} f(t_2) \, dt_2 \, dt_1 \]
\[ \ldots \ldots \ldots \ldots \]
\[ f^s(f)(x) = \int_0^x \int_0^{t_1} \int_0^{t_2} \ldots \int_0^{t_s} f(t_1) \, dt_1 \, dt_2 \ldots dt_s \, dt_1 (4.1) \]

**Theorem 4**

We have the relation

\[ f^s(f)(x) = \frac{1}{\Gamma(s)} \int_0^x (x - y)^{s-1} f(y) \, dy \] (4.2)

\[ = \frac{x^s}{\Gamma(s)} \int_0^1 (1 - u)^{s-1} f(ux) \, du \] (4.3)

in which \( \Gamma(s) \) is the Euler gamma function for positive integer \( s \) \([9],[10]\).

**Proof**

Let us demonstrate the first relation (4.2). It is evident for \( s = 1 \). It is true for \( s = 2 \).

\[ f^2(f)(x) = \frac{1}{\Gamma(2)} \int_0^x (x - y) f(y) \, dy \]
\[ = \int_0^x (x - y) f(y) \, dy \] (4.4)

Let us assume that it is true for \( s \) (formula 4.1). We will show that it stands for \( s + 1 \) too.

\[ f^{s+1}(f)(x) = \frac{1}{\Gamma(s+2)} \int_0^x dt_1 \int_0^{t_1} (t_1 - t_2)^{s-1} f(t_2) \, dt_2 \] (4.5)

We apply the Dirichlet’s formula given by Whittaker and Watson \([7],[8]\)

\[ \int_0^x dy(x - y)^{a-1} \int_0^y dz(y - z)^{\beta-1} g(y, z) \]
\[ = \int_0^x dx \int_0^x dy (x - y)^{a-1}(y - z)^{\beta-1} g(y, z) \] (4.6)

for \( a = 0, \alpha = 1, \beta = s, y \rightarrow t_1, z \rightarrow t_2, g(y, z) \rightarrow f(t_2) \)

Then,

\[ f^{s+1}(f)(x) = \frac{1}{\Gamma(s+2)} \int_0^x dt_2 \int_0^{t_1} f(t_2) \, dt_1 (t_1 - t_2)^{s-1} f(t_2) \] (4.7)

We integrate over the variable \( t_1 \)

\[ f^{s+1}(f)(x) = \frac{1}{\Gamma(s+1)} \int_0^x dt_2 (x - t_2)^s \frac{1}{s} f(t_2) \] (4.8)

**Theorem 5**

We have the semi group properties

\[ f^{s_1} f^{s_2} = f^{s_1+s_2} = f^{s_2} f^{s_1} \] (4.9)

\[ D^{s_1} D^{s_2} = D^{s_1+s_2} = D^{s_2} D^{s_1} \] (4.10)

for any positive integer \( s_1 \) and \( s_2 \).

**Proof**

The second relation is immediate. For the first one, we have

\[ f^{s_1+s_2}(f)(x) \]
\[ = \frac{1}{\Gamma(s_1+s_2)} \int_0^x (x - y)^{s_1+s_2-1} f(y) \] (4.11)

We apply \( D^1 \) to the two sides

\[ D^{s_1} f^{s_2}(f)(x) = \frac{1}{\Gamma(s_1+s_2)} \int_0^x (x - y)^{s_1+s_2-1} f(y) \, dy \]
\[ = \frac{s_1 + s_2 - 1}{\Gamma(s_1+s_2)} \int_0^x (x - y)^{s_1+s_2-2} f(y) \, dy \]
\[ = f^{s_1+s_2}(f)(x) \] (4.12)

We apply successively \( D^2, D^3, \ldots D^{s_1} \)

\[ D^{s_1} f^{s_1+s_2}(f)(x) = \frac{1}{\Gamma(s_2)} \int_0^x (x - y)^{s_1+s_2-1} f(y) \, dy \]
\[ = f^{s_2}(f)(x) \]
\[ D^{s_1} f^{s_1+s_2} = f^{s_2} \] (4.13)

We apply \( f^{s_1} \) on the left hand side of the two members

\[ f^{s_1} D^{s_1} f^{s_1+s_2} = f^{s_2} f^{s_2} \] (4.14)
\[ f^{s_1+s_2} = f^{s_1} f^{s_2} \] (4.15)

This relations is symmetric in \( s_1 \) and \( s_2 \).
\[ J^{s_1}J^{s_2} = J^{s_1 + s_2} = J^{s_2}J^{s_1} \quad (4.16) \]

5. Extension 2. Definitions of S-Order Integral Operator \( J^s \) and S-Order Derivative Operator \( D^s \) for Any Negative Integer \( s \).

We take the advantage that we have demonstrated that the inverse noted \( J^{-1} \) of \( J^1 \) is \( D^1 \) and the inverse noted \( D^{-1} \) of \( D^1 \) is \( J^1 \).

Then, we define \( J^s \) and \( D^s \) for any negative integer \( s \) by

\[ J^s = D^{-s} \quad D^s = J^{-s} \quad (5.1) \]

Of course \( D^0 = 1_E \), \( J^0 = 1_E \). Then for any positive integers \( k \) and \( s \)

\[ D^k = J^{-k} \quad J^k = D^{-k} \quad (5.2) \]

\[ D^k J^s = J^{-k + s} \quad \text{for} \quad k < s \quad (5.3) \]

\[ D^k J^s = D^{-k + s - p} \quad \text{for} \quad k < s \quad (5.4) \]

6. Extension 3. Definitions of S-Order Integral Operator \( J^s \) for Any Positive Real \( s \) (Fractional, Non Fractional)

We define \( J^s \) as

\[ J^s(f)(x) = \frac{1}{\Gamma(s)} \int_0^x (x - y)^{s-1} f(y) dy \quad (6.1) \]

\[ = \frac{x^s}{\Gamma(s)} \int_0^1 (1 - u)^{s-1} f(ux) du \quad (6.2) \]

for any positive \( s \) and \( \Gamma(s) \) is the extension of Euler’s gamma function for positive real \( s \).

The second relation is obtained from the first one by the change of variable \( u = \frac{y}{x} \).

Example 1
Let us take \( f(x) = x^k \) for any positive \( k \)

\[ J^s(x^k) = \frac{x^s}{\Gamma(s)} \int_0^1 (1 - u)^{s-1} u^k x^k du \]

\[ = \frac{x^{s+k}}{\Gamma(s)} \int_0^1 (1 - u)^{s-1} u^k du \]

\[ = \frac{x^{s+k}}{\Gamma(s)} B(k + 1)(s) \quad (6.3) \]

in which, we have the extension of Euler’s beta function defined by

\[ B(p)(q) = \int_0^1 t^{p-1}(1 - t)^{q-1} dt \quad (6.4) \]

for any positive \( p \) and \( q \) with the property

\[ B(p)(q) = \frac{\Gamma(p)\Gamma(q)}{\Gamma(p + q)} \quad (6.5) \]

Then

\[ J^s(x^k) = x^{s+k} \frac{\Gamma(k + 1)}{\Gamma(k + s + 1)} = x^{s+k} \frac{k!}{(k + s)!} \quad (6.6) \]

Example 2
Let us suppose \( s = \frac{1}{2} \) and \( k = \frac{1}{2} \)

\[ J^{1/2}(x^2) = x^{1+1/2} \frac{\Gamma(1 + 1)}{\Gamma(1 + 1/2 + 1)} = \frac{\sqrt{\pi}}{2} x^{3/2} \quad (6.7) \]

Let us calculate now

\[ J^{1/2}J^{1/2}(x^2) = J^{1/2}\left(\frac{\sqrt{\pi}}{2} x\right) = \frac{2}{3} x^{3/2} \quad (6.8) \]

Let us calculate directly

\[ J^1(x^2) = \int_0^x t^{1} dt = \frac{2}{3} x^2 \quad (6.10) \]

So we have from (6.9) and (6.10)

\[ J^1J^1(x^2) = J^1(\frac{2}{3} x^2) \quad (6.11) \]

Theorem 6
\[ J^{a+b}(x^k) = J^{a+b}(x^k) = J^b J^a(x^k) \]

\[ = \frac{\Gamma(k + 1)}{\Gamma(a + b + k + 1)} x^{a+b+k} \quad (6.12) \]

for any positive numbers \( a, b, k \).

Proof

\[ J^{a+b}(x^k) = J^a(x^{b+k}) \frac{\Gamma(k + 1)}{\Gamma(k + b + 1)} \]

\[ = x^{a+b+k} \frac{\Gamma(k + 1)\Gamma(b + k + 1)}{\Gamma(k + b + 1)\Gamma(k + b + a + 1)} \]

\[ = \frac{\Gamma(k + 1)\Gamma(b + k + 1)}{\Gamma(k + b + a + 1)} x^{a+b+k} = J^{a+b}(x^k) \quad (6.13) \]

Then

\[ J^{a+b} = J^{a+b} = J^{b} J^{a} \quad (6.14) \]
applied to \( f(x) = x^k \). This relation is the particular case of general case for \( f(x) = x^k \)

**Example 3**

Let us suppose \( a = \frac{3}{2} \) and \( k = 2 \). Then let us calculate \( f(x^2) \). There are many ways to perform this calculation. The simplest one is to split \( f(x) \) into \( f^{*+1} \)

\[
\frac{3}{2} f(x^2) = \int_0^x t^2 \, dt = \frac{1}{3} x^3 f(x^2)
\]

\[
= \frac{\frac{3!}{2} \times \frac{3}{2} \times \frac{3}{2} \times \frac{1}{2}}{\Gamma(\frac{2}{3})} \frac{1}{3} x^2 \approx \frac{32}{105 \sqrt{\pi}} x^2
\]  

(6.15)

The direct application of the formula (6.1) gives the result without doing again any integration

\[
\int_0^x \frac{x^3 f(x)}{2} \, dx = \frac{\Gamma(\frac{2}{3})}{\frac{1}{3} x^2} \approx \frac{32}{105 \sqrt{\pi}} x^2
\]  

(6.16)

Remarkable relations derived from the relation (6.6)

We utilize the expression of \( f^s(x^k) \) given in the relation (6.6)

\[
\int_0^x \frac{k!}{k+s} x^{s+k} \, dx = \frac{\Gamma(k+1)}{\Gamma(k+s+1)} = \frac{k!}{k+s!} x^{s+k}
\]  

(6.17)

for any positive \( s \) and \( k \). We exchange \( s \) and \( k \)

\[
\int_0^x \frac{k!}{k+s} x^{s+k} \, dx = \frac{\Gamma(s+1)}{\Gamma(k+s+1)} = w
\]  

(6.18)

The ratio

\[
\frac{\int_0^x f^s(x)}{\int_0^x f^k(x)} = \frac{\Gamma(k+1)}{\Gamma(s+1)} = \frac{k!}{s!}
\]  

(6.19)

is independent on \( s \). In particular, let us take \( s \) and \( k \) equal to the transcendental numbers \( \pi \) and \( e \). Then,

\[
\int_0^x e^{x+e} \, dx = \frac{e!}{e+\pi} e^{x+e}
\]  

(6.20)

\[
\int_0^x e^{x+\pi} \, dx = \frac{\pi!}{e+\pi} e^{x+\pi}
\]  

(6.21)

Then, the ratio

\[
\frac{\int_0^x e^{x+\pi}}{\int_0^x e^{x+e}} = \frac{\Gamma(e+1)}{\Gamma(\pi+1)} = \frac{e!}{\pi!}
\]  

(6.22)

is independent on \( e \). \( e! \) and \( \pi! \) are the extensions of factorial function for \( e \) and \( \pi \). This result is remarkable.

The different numerical values of \( e! \), \( (e+\pi)! \), \( \pi! \), \( e! \) and \( \pi! \) are given in Appendix 3.

### 7. Definition of \( D^s \) for Any Positive \( s \)

**Fractional, Non Fractional**

We have shown that

\[
D^{s+1}(f)(x) = f^{s+1}(x) \quad (7.1)
\]

\[
D^{k}s(f)(x) = f^{s-k}(x) \quad (7.2)
\]

For any positive integer \( k \) and any positive integer \( s \). We use this relation to DEFINE \( D^s \) for any positive \( s \). We CHOOSE an integer \( k > s \) such

\[
D^s(f)(x) = D^k f^{k-s}(f)(x) \quad (7.3)
\]

**Theorem 7**

In the case of \( f(x) = x^p \) for any positive \( p \) and any positive \( s \), the expression

\[
D^s(f)(x) = D^k f^{k-s}(x^p) = \frac{\Gamma(p+1)}{\Gamma(p-s+1)} x^{p-s}
\]  

(7.4)

is independent on the choice of \( k \). However the intermediate calculations concerning the gamma function require \( k \) to be chosen so that \( (k-s) > 0 \).

**Proof.**

\[
D^k f^{k-s}(x^p) = \frac{D^k}{\Gamma(k-s)} \int_0^x (x-t)^{k-s-1} t^{p-1} \, dt
\]  

(7.5)

We introduce the variable \( u = \frac{1}{t} \) in the integral and we remark that

\[
\int_0^x (1-u)^{k-s-1} u^{p-1} \, du = B(k-s)(p+1)
\]  

(7.6)

in which \( B(k-s)(p+1) \) is Euler’s beta function

\[
B(k-s)(p+1) = \frac{\Gamma(k-s)\Gamma(p+1)}{\Gamma(k-s+p+1)}
\]  

(7.7)

\[
D^k f^{k-s}(x^p) = D^k \frac{1}{\Gamma(k-s)} x^{k-s+p} B(k-s)(p+1)
\]  

\[
= \frac{\Gamma(p+1)}{\Gamma(p-s+1)} x^{p-s} = \frac{p!}{(p-s)!} x^{p-s}
\]  

(7.8)

**Remarks**

The relation (7.8) is remarkable for many reasons. \( D^k f^{k-s}(x^p) \) is independent on the choice of \( k \). In practical direct calculation, the result is easily obtained by taking \( k \) as small as possible, for instance \( k = 1 \) or 2.

It is worth noting that even the value of \( k \) is arbitrary, we must keep in mind that \( k \) is to be choosen in order that all the expressions of intermediate gamma function do exist. It is important to note that the condition \( f(0) = 0 \) must be fulfilled too.

**Example 7.1**

We let calculate \( D^1 f(x) \) and \( k = 1 \) in the definition
Let us apply the formula (7.4)

\[
\int \frac{\Gamma(1 + 1)}{\Gamma(1 - \frac{1}{2} + 1)} x^{\frac{1}{2} - 2} \frac{\Gamma(2)}{\Gamma(2)} x^{\frac{1}{2}} = \frac{\Gamma(1)}{\Gamma(0)} x^{-1} = 0
\]  

(7.14)

because \( \Gamma(0) \) is infinite. Then

\[
\int \frac{1}{a} \frac{d^2 x^2}{d^2 a} = \int \frac{1}{a} = 0
\]  

(7.15)

But

\[
\frac{1}{2} x^{-\frac{1}{2}} \neq 0
\]  

(7.16)

Then

\[
\frac{1}{a} \frac{d^2 x^2}{d^2 a} \neq \frac{1}{a}
\]  

(7.17)

Example 7.2

Let us apply \( D^2 \) to the function \( f(x) = x^{\frac{1}{2}} \). The latter one is infinite and is not equal to zero for \( x = 0 \). Then, we are expecting to meet a difficulty.

\[
D^2(x^{\frac{1}{2}}) = \Gamma(1 + 1) \frac{\Gamma(2)}{\Gamma(3)} x^{\frac{1}{2} - 2} = \frac{\Gamma(1)}{\Gamma(0)} x^{-1} = 0
\]  

(7.18)

Therefore

\[
D^2(x^{\frac{1}{2}}) = D^2(x^{\frac{1}{2}}) = 0
\]  

(7.19)

for \( p - a - b > 0 \)

Remarks

1) If we take \( s = e \) and \( p = \pi \), then

\[
D^e(x^p) = \frac{\Gamma(p + 1)}{\Gamma(p - b + 1)} x^{p-b} p > b
\]  

(7.20a)

\[
D^e(x^p) = \frac{\Gamma(p + 1)}{\Gamma(p - e + 1)} x^{p-e} \quad (7.20b)
\]

\[
D^e(x^p), D^e(x^p) = \frac{\pi!}{(\pi - e)(\pi - e)!}
\]  

(7.21)

This expression may be derived from the relation (6.20).

2) The formulae (7.20a) and (7.20b) may be deduced from the relation (6.20) and (6.21) by changing \( \pi \) into \( -\pi \), \( e \) into \( -e \) and taking account of \( f^{-e} = D^e \).

The numerical values of \( \frac{\pi!}{(\pi - e)(\pi - e)!} \) and \( \frac{e!}{(e - \pi)(e - \pi)!} \) are given in the Appendix 3.

3) If in the relation

\[
J^s(x^p) = \frac{\Gamma(p + 1)}{\Gamma(p + s)} x^{p-s}
\]  

(7.22)

we change the positive number \( s \) into \(-s\), we obtain exactly the expression (7.4) of \( D^2(x^p) \). This justifies our remark \( D^2 = J^s \) or \( D^{-s} = J^s \) for any positive \( s \) (Theorem 2).

It is worth pointing out once more that the condition \( f(x) = 0 \) for \( x = 0 \) is essential.

Theorem

If \( f \) belong to the set \( E \) defined in the introduction \( f(0) = 0 \), then for any positive \( a \) and \( b \), we have

\[
D^a b^b(f)(x) = D^{a+b}(f)(x) = b^b D^a(f)(x)
\]  

(7.23)

Proof.

Let us choose the integer \( k \) such as \( k > a + b \)

\[
D^a b^b(f)(x) = D^a b^b(f)(x) \quad k > b \text{ and } k \in \mathbb{N}
\]  

(7.24)

We utilize Fubini’s theorem noting that the contributions of \( (x-y)^{k-b-1} f(y) \) are all zero for \( y = x \) and \( y = 0 \) because \( f(0) = 0 \).

\[
D^a b^b(f)(x) = \frac{1}{\Gamma(k-b)} \int_0^x (x-y)^{k-b-1} f(y) dy
\]  

(7.25)
if it is applied to the set $E$ of function $f(x) = 0$ for $x = 0$. The relation is not valid if the latter condition is not fulfilled. Let us give an illustrative example. Let us take

$$D_{-}^{\frac{1}{2}}(0) = D_{-}^{1} f_{-}^{\frac{1}{2}}(x) = D_{-}^{1} f_{-}^{1}(x) = \frac{1}{\sqrt{x}} x^{-\frac{1}{2}} \quad (7.26)$$

We find that the half derivative of a constant function is different of zero and depends on $x$. This is an absurd result.

If $D_{-}^{1}(0) = 0$ instead of $D_{-}^{1}(0) = 1$ for every $x$ then

$$D_{-}^{1}(0) = 0$$

which is not a nonsense because $f(x) = 0$ for any $x$, then for $x = 0$ too.

8. Conclusion

We have proposed three definitions of $s$-order derivative $D_{+}^{s}$ and $k$-order integral $J_{+}^{k}$. All the three are equivalent for positive integer $s$ and positive integer $k$.

It is shown that $D_{+}^{s} = J_{+}^{-s}$ and $J_{+}^{k} = D_{+}^{-k}$ for any positive integer $s$ and $k$. The extension of the definition of $D_{+}^{s}$ and $J_{+}^{k}$ for any positive number $s$ and $k$ is given too.

Applying the operators $D_{+}^{s}$ and $J_{+}^{k}$ to the function $x^{p}$ for any positive $p$, we obtain the following remarkable results

$$f_{+}^{s}(x^{p}) = x^{s+p} \frac{\Gamma(p + 1)}{\Gamma(p + s + 1)} = \frac{p!}{(k + p)!} x^{s+p} \quad (8.1)$$

for any positive $s$ and $p$ and

$$D_{+}^{k}(x^{p}) = D_{+}^{n} J_{+}^{n-k}(x^{p}) = \frac{\Gamma(p + 1)}{\Gamma(p - k + 1)} x^{p-k} \quad (8.2)$$

for any positive numbers $k, p$ and $n.$ $n > k$. The result is independent on the choice of $n$.

If $s, p$ and $k$ are equal to transcendental numbers $\pi$ and $e$, we obtain

$$f_{+}^{s}(x^{e}) = \frac{\Gamma(e + 1)}{\Gamma(e + \pi + 1)} x^{e+\pi} = \frac{e!}{(e + \pi)!} x^{e+\pi} \quad (8.3)$$

$$f_{+}^{s}(x^{\pi}) = \frac{\Gamma(e + 1)}{\Gamma(e + \pi + 1)} x^{e+\pi} = \frac{\pi!}{(e + \pi)!} x^{e+\pi} \quad (8.4)$$

The ratio is independent on $x$.

$$D_{+}^{s}(x^{\pi}) = \frac{\Gamma(\pi + 1)}{\Gamma(\pi - e + 1)} x^{\pi-e} = \frac{\pi!}{(\pi - e)!} x^{\pi-e} \quad (8.5)$$

$$D_{+}^{s}(x^{e}) = \frac{\Gamma(e + 1)}{\Gamma(e - \pi + 1)} x^{e-\pi} = \frac{e!}{(e - \pi)!} x^{e-\pi} \quad (8.6)$$

The product is independent on $x$.

$$\Gamma(p)$$ is the extension of the Euler’s gamma function for any number $p$ (not necessary integer number) and $p! = \Gamma(p + 1)$ is the extension of factorial function for any positive number $p$. The numerical values concerning $\pi$ and $e, \pi!$ and $e!$ correct to 31 decimals are given in the Appendix 3.

As a final conclusion, we would like to say that the approach by means of integral operators and derivative operators derived from integral operators is better and more general than the two first ones that we have given in our work [5] because the properties of the set $E$ of functions $f$ we are looking for (for instance causal function of the real variable $x$) are assumed to be known from the beginning. The limit of the applicability of the method is then clear.

We give the study of the case of complex order integrals and derivatives in our work [11].

Appendix

Appendix 1: The Euler’s gamma and beta functions

The gamma function is defined by the integral

$$\Gamma(p) = \int_{0}^{\infty} t^{p-1} e^{-t} dt \quad (A1.1)$$

for any real positive $p$. It is easy to verify that $\Gamma(p)$ has the property

$$\Gamma(p + 1) = p \Gamma(p) \quad (A1.2)$$

For positive integer $p$

$$\Gamma(p + 1) = p! \quad (factorial \ p) \quad (A1.3)$$

for any positive $p$ (not necessary integer), we may define then a generalization of the factorial

$$p! = \Gamma(p + 1) \quad (A1.4)$$

So we know the meaning of the expressions $\frac{p!}{q!}, e!, \pi!$ for the fraction $\frac{p}{q}$, the transcendental numbers $\pi$ and $\pi$.

The beta function is defined by

$$B(x)(y) = \int_{0}^{1} t^{x-1} (1 - t)^{y-1} dt \quad (A1.6)$$

for any positive real numbers $x$ and $y$. $B(x)(y)$ is symmetric in $x$ and $y$

$$B(x)(y) = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x + y)} \quad (A1.7)$$

We have shown
If we have
\[ f(x) = x^k \] (A1.9)
for any positive \( k \), then
\[ J^s(x^k) = \frac{1}{\Gamma(s)} \int_0^x (t-x)^{s-1} t^k \, dt \] (A1.10)
We introduce the variable \( u = t/x \), then
\[ J^s(x^k) = \frac{x^{s+k}}{\Gamma(s)} \int_0^1 u^k(1-u)^{s-1} \, du = \frac{x^{s+k}}{\Gamma(s)} B(k+1,s) \]
\[ = \frac{x^{s+k} \Gamma(k+1) \Gamma(s)}{\Gamma(s) \Gamma(s+k+1)} = \frac{k!}{(s+k)!} x^{s+k} \] (A1.11)

Appendix 2: About the inverse of an operator [5]

Theorem
Any operator has at least a right hand side inverse \( C \).

Proof.
Let \( y \) be an element of the value domain \( \text{Val}(A) \) of an operator \( A \). By definition of \( \text{Val}(A) \) there is at least an element \( x_0 \) belonging to the definition domain \( \text{Def}(A) \) of the operator \( A \) such as
\[ A(x_0) = y \] (A2.1)
for any element \( y \) of \( \text{Val}(A) \), we may choose an \( x \). Let us designate it by \( x_0 \) and define the operator \( C \) such as
\[ C(y) = x_0 \] (A2.2)
Then \( A(C)(y) = A(x_0) = y \) for any \( y \in \text{Val}(A) \)
\[ AC = 1_{\text{Val}(A)} \] (A2.3)
in which \( 1_{\text{Val}(A)} \) is the identity operator on \( \text{Val}(A) \). \( C \) is a right hand side inverse of \( A \). It depends on a choice.

Examples
The inverse function in the classical meaning is in fact a right hand side inverse. As an example, \( \text{Arcsin} \) is the right hand side inverse function of the sin function
\[ \text{sin}(\text{Arcsin}) = 1_{\text{Val}(\text{Arcsin})} = 1_{[-1,1]} \]
in which \([-1,1]\) is the segment of the line between \(-1\) to \( 1 \) for any \( a \in [-1,1] \).
\[ \text{sin}(\text{Arcsin})(a) = \sin \beta = a \]
in which \( \beta = \text{Arcsin}(a) \) is the principal determination belonging to the angle \([-\pi/2,\pi/2]\].

Let us now look for the meaning of \( \text{Arcsin}(\sin) \) for any real number (any angle) \( x \in \mathbb{R} = \text{Def}(\sin) \)
\[ \sin x = a \]
(π - e)! = 0.886 240 147 692 794 559 514 959 131 20817
(e - π) = 0.423 310 825 130 748 003 102 355 911 926 84

π!
(π - e)! = 8.110 761 792 601 279 051 112 802 855 137 1

π!
(e - π)! = 2.757 446 845 185 422 310 617 384 631 128 6

π!
(π - e)!(e - π)! = 22.364 994 517 058 857 454 906 921 720 114

π!
(π + e)! = 554.654 105 737 269 399 798 013 158 641 18

π!
(π + e)! = 0.012 959 577 247 555 632 826 589 943 903 911
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