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Abstract: With giving the design ideas and the algorithm descriptions in C, the binary tree selection sort algorithm is analyzed and introduced in detail. After the time complexity and the space complexity of the algorithms being analyzed in this paper, the binary tree selection sort algorithm is compared with the simple selection sort algorithm. This paper provides a theoretical basis on algorithm optimization.
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1. Introduction

Data structure and Algorithms are important and basic subjects in computer science, and they are an indivisible whole. The procedure of computer solving problem follow such steps that inputting the initial data, processing by the computer, and then outputting the information. For a given problem, it is essential to decide how to organize the initial data, how to store them in the computer, and how to choose and design appropriate algorithms for it. To solve a particular problem, it needs to analyze the problem at first, and then combine organically the data structure and algorithms. To solve the problem effectively, algorithms must adopt suitable data structures (see [1, 2]).

Search operations are often needed in computer data processing. In order to use more efficient search method, it is often needed that the data to be processed in an ordered arrangement according to the keywords. Thus sort operation is one of the basic operations in computer programming (see [3, 4]).

An n records sequence \( \{R_1, R_2, ..., R_n\} \), whoes corresponding sequence of keywords is \( \{K_1, K_2, ..., K_n\} \), is required to be sorted to identify a permutation \( p1, p2, ..., pn \) of the current subscript sequence \( 1,2,...,n \) so that the appropriate keywords meet the non-decreasing (or non-increasing) relationship, that is \( K_{p1} \leq K_{p2} \leq ... \leq K_{pn} \), in order to get an ordered record sequence by their keywords. Such process is known as sort (see [3, 4, 5, 6]).

As the number of records to be sorted is different, which makes the memories involved in sort processes are different, the sort process can be divided into two categories: One is the internal sort, referring to the process during which the records to be sorted are stored in the computer random access memory; the other is the external sort, referring to the process during which the external memories are still needed to be visited for the number of records to be sorted is too large for the memory to accommodate to (see [4, 5, 7, 8]).

The basic design idea of selection sort algorithm is as follows: In each trip, select the minimum record keyword from the record keywords (total \( n-i+1, i=1,2,...,n-1 \)) of the unordered table as the i-th record of the ordered sequence (see[3, 7, 9]). In simple selection sort, it needs \( n-1 \) comparisons to select the minimum from \( n \) record keywords, and \( n-2 \) comparisons to select the minimum from \( n-1 \) record keywords, and obviously, each trip doesn’t use the previous comparative result. Thus the time complexity of comparisons is \( O(n^2) \). To reduce the number of comparisons, the comparison results need to be kept down during the comparing process (see [3]).

Most of the Chinese references about data structure are not detailed introduce on binary tree selection sort algorithm. This paper will focus on analyzing the binary tree selection sort algorithm design idea, giving the algorithm description in C, analyzing the algorithm time complexity and space complexity, and summarizing the advantages and disadvantages in comparison with the simple selection sort algorithm, so as to providing a theoretical basis for the traditional simple selection sort algorithm optimization.
2. Binary Tree Selection Sort Algorithm

The sort methods used by the sequence of records can be divided into three kinds: vector sort, table (or list) sort and address sort, according to the different storage ways. This paper chooses the first method, that is, a set of records to be sorted are stored in the address of a contiguous group of memory cells. The following assumes that all record keywords will be sorted in accordance with the non-decreasing order.

The type of records to be sorted can be defined in C as follows:

```c
typedef struct{
    KeyType key;
    OtherType otherinfo;
} RecordType (see [10]);
```

2.1. Analysis on Algorithm Design Ideas

Binary tree selection sort is known as tournament selection sort, and its basic design idea is as follows:

1. Compare pair wise adjacent records in the records sequence, and select all smaller record keywords. The last record will be selected by itself if number n is odd;
2. Select each smaller one of the two adjacent records selected from step 1;
3. Repeat step 2 until the minimum record keyword is selected.

This process can be shown with a binary tree which has n leaf nodes, that is the amount of records for sorting (see [3]). The relevant descriptions mentioned that the selection tree is a complete binary tree (see [3, 7, 11]), but the actual may be not the same. When \( n / 2 \) is odd, for example, the corresponding binary tree, as shown in Fig. 1 with 6 record keywords, is obviously not a complete binary tree.

![Fig. 1. The corresponding binary tree of selecting the minimum keyword.](image)

Although the selection tree may be not a complete binary tree, they are similar in shape, so the selection binary tree can also use the sequential storage structure for complete binary tree. According to the nature 4 of complete binary tree, the depth of the binary tree is \( \lceil \log_2 n \rceil + 1 \) when there are n records (the amount of leaf nodes) to be sorted, thus the storage units amount is the same as that of the nodes (total \( 2^{\lfloor \log_2 n \rfloor} - 1 \) of full binary tree with the same depth. The amount of nodes before the records to be sorted is \( 2^{\lfloor \log_2 n \rfloor} - 1 \) according to nature 2 of complete binary tree. To meet the sequential storage definition of complete binary tree, we agreed that the serial number of the starting unit is 1. Therefore, the records to be sorted can be stored into the consecutive n units beginning at serial number \( 2^{\lfloor \log_2 n \rfloor} \) (note that \( 2^{\lfloor \log_2 n \rfloor} \geq n \)) during initialization. After that, we can compare every two records (serial number i and i+1 records, where \( i = \lceil \log_2 n \rceil \cdot 2^{\lfloor \log_2 n \rfloor} - 2 \)) to select the smaller, and store it into the parent node location (serial number is \( \lceil i/2 \rceil \)) of the two records according to the nature 5 of complete binary tree.

In order to select the next minimum after outputting the first one, the following steps are described in [3], [7] and [11] (see [3, 7, 11]):
1. Set the leaf node of the minimum to be \( \infty \);
2. Select each smaller one of the two adjacent records selected from step 1; Re-compare from the leaf node set to be \( \infty \), modify in turn each node in the path from the leaf node to the root node, and then the root node will be the next smallest keyword record (see Figure 2).

![Fig. 2. The binary tree of selecting the next minimum keyword process.](image)

To implement the above procedure, the leaf node of the minimum keyword must be located at first; this can be realized by comparing the keyword of the root node with that of each leaf node. Set the minimum keyword to be \( \infty \) after the corresponding leaf node was located. Then, judge the leaf node is the left child or right child of its parent, in order to determine which sibling to compare with to modify the value of its parent. Similarly, determine the parent node whose serial number is greater than 1 to compare with its left or right sibling to modify the value of its parent...Repeat this procedure until the root node, the next minimum keyword will be obtained.

2.2. Algorithm Description in C

Suppose the records to be sorted have already been stored in the consecutive n units from serial number \( 2^{\lfloor \log_2 n \rfloor} \) to \( 2^{\lfloor \log_2 n \rfloor} + n - 1 \) of the vector r, the binary tree selection sort algorithm can be described below in C based on the defined type `RecordType` (where n is the number of records to be sorted):

```c
typedef struct{
    KeyType key;
    OtherType otherinfo;
} RecordType (see [10]);

void FindMinimum(RecordType r[], int n) {
    int i, j, m, h; //h is the depth of the tree.
```
h=Intlog2(n)+1; //Intlog2(n) returns \( \left\lfloor \log_2 n \right\rfloor \).
m=(int)pow(2,h-1); //pow() returns \( 2^{\left\lfloor \log_2 n \right\rfloor} \).
//m is the beginning unit of the records to be sorted.
while(m>1)
{
for(i=m; i<m+n-1; i+=2)
{
    j=i/2;
    if(i==m+n-1) //n is odd.
        r[j]=r[i].key<=r[i+1].key?r[i]:r[i+1];
    else
        r[j]=r[i]; //End_if
}
    m/=2;
} //End_while

#define INFINITY 32767
//Find the next minimum among the rest.
void FindNextMinimum(RecordType r[],int n)
{
    int i,m,h;
    h=Intlog2(n)+1; //The definition is the same as before.
    m=(int)pow(2,h-1);
    for(i=m; i<=m+n-1&&r[i].key!=r[1].key; i++)
    { //Locate the minimum.
        r[i]=r[1];
        r[i/2]=r[i-1]; //End_if
        if (r[i].key<=r[i-1].key)
            else
                r[i/2]=r[i+1]; // End_if
        else
            if((i-m+1)%2) //r[j] is the left child.
                else
                    r[i/2]=r[i];
            else
                if(r[i].key<r[i-1].key)
                    r[i/2]=r[i];
                else
                    r[i/2]=r[i-1]; //End_if
            i/=2;
        n=n%2?n/2+1:n/2;
        m/=2;
    } //End_for
    r[1]=r[m+n-1]; //its keyword is smaller than that of its right sibling.
} //End

3. Algorithm Testing and Evaluation

To verify the correctness of the functions FindMinimum() and FindNextMinimum(), a logarithm function Intlog2(), an initialization function Initialization(), an output function Print() and the calling function main() were added to ensure the integrity of the programs, so as to test them in Visual C ++ 6.0 environment. Function Intlog2() returns the base 2 logarithmic value of the up rounded; function Initialization() store the records to be sorted into the serial number from \( 2^{\left\lfloor \log_2 n \right\rfloor} \) to \( 2^{\left\lfloor \log_2 n \right\rfloor} +n-1 \) of the vector r; function Print() outputs sequentially subscript 1~n units of all record keywords; function main() includes initializing records vector, calling function FindMinimum(), cyclically calling function FindNextMinimum(), and outputting the record keywords after each sorting trip and so on. Where the sentence segment of cyclically calling function FindNextMinimum() was as follows:

\[
\text{for(i=1;i<n;i++)}
\{
    \text{rs[i]=r[i];}
    \text{FindNextMinimum(r,n);}
\}
\]

Meanwhile, the Key Type remained only the keyword member key for simplifying the input and the output, and the infinity value ∞ was set to be 32767. Fig.3 shows the running result samples of the algorithm program in VC ++ 6.0 environment.

![Fig. 3. Example of the running result of the binary selection sort algorithm in VC ++ 6.0 environment.](image)

Regard the records number n as the problem scale. From the algorithm description in C of the binary tree selection sort algorithm, you can see that the core statements in function FindMinimum() is the nested double loop. The loop body of the surrounding loop (while loop) executes \( \left\lfloor \log_2 n \right\rfloor +1 \) times, which equals to the depth of the binary selection tree; while the loop body of the surrounded loop (for loop) executes \( n/2 \) times, which depends on the number of records to be sorted. Therefore, the executing times of the basic statements in loop body is \( n(\left\lfloor \log_2 n \right\rfloor +1)/2 \), and the average time complexity of this function is \( T(n)=O(n \log_2 n) \). In addition to the vector space used by the record elements, the function also doubled the auxiliary vector space and introduced variables i, j, m and h, so its space complexity is linear order, that is \( S(n)=O(n) \).

The core statements in function FindNextMinimum() consists of one for loop and one while loop executed sequentially. The for loop locates the minimum keyword, and the comparing times is \( n \); the while loop sets the minimum to be ∞, and modifies the parents in each level, so the executing times of the basic statements in loop body is \( \left\lfloor \log_2 n \right\rfloor \). Therefore, the total executing times of the basic statements in this function is nearly \( n+\log_2 n \). Since the function call in the calling function main() is nested in a for loop, and the calling times is \( n \), the executing times of the basic statements in loop body is \( n(n+\log_2 n) \), and therefore the average time
complexity of this function is \( T(n) = O(n^2 + n \log_2 n) = O(n^2) \). Similarly, this function also doubled the auxiliary vector space and introduced variables \( i, m \) and \( h \), so its space complexity is also linear order, that is \( S(n) = O(n) \).

4. Conclusion

After analyzing the time complexity and space complexity of the binary tree selection sort algorithm, we can draw the following conclusions ultimately:

Compared with the simple selection sort algorithm, the binary tree selection sort algorithm introduced more auxiliary spaces, and therefore made the space complexity increased. This algorithm needs to locate the minimum during the procedure of selecting the next minimum, so its time efficiency is nearly the same as that of the simple selection sort algorithm. Obviously, this point is probably overlooked in [3], [7] and [12] (see [3, 7, 12]).

This paper aims to go deep into the analysis on binary tree selection sort algorithm, so as to give a theoretical basis for the traditional simple selection sort algorithm optimization, and playing a guiding role in teaching the relevant chapters in “Data Structure” curriculum.
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