On solving some classes of nonlinear fractional differential equations using fractal index method
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Abstract: We provide a new solution of diffusion fractional differential equation using fractal index and fractional sub-equation method. Also we shall impose a new solution for fraction Birnolli equation of arbitrary order using the fractal index method. As a result many exact solutions are obtained. It is shown that our considered method provides a very effective tool for solving fractional differential equations.
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1. Introduction

Fractional differential equations are viewed as alternative models to nonlinear differential equations. Varieties of them play important roles and tools not only in mathematics but also in physics, dynamical systems, control systems and engineering to create the mathematical modeling of many physical phenomena. Furthermore, they employed in social science such as food supplement, climate and economics. Fractional differential equations concerning the Riemann-Liouville fractional operators or Caputo derivative have been recommended by many authors (see [1-5]).

Transform is a significant technique to solve mathematical problems. Many useful transforms for solving various problems were appeared in open literature such as wave transformation, Laplace transform, the Fourier transform, the B”ecklund transformation, the integral transform, the local fractional integral transforms and the fractional complex transform and Mellin transform (see [6-10]), and the fractional complex transform, which was first proposed by He and Li [7-10], among which the fractional complex transform [11] is the simplest approach, it is to convert the fractional differential equations into ordinary differential equations, making the solution procedure extremely simple. Such transformation is valid only for general “wave” solutions for fractional differential equations. However, not every fractional differential equation has a “wave” solution, hence its application is limited, for this reason He and S.K et al [12, 13] suggested a general transform which depend on the fractal index method.

One of the most tools in the theory of fractional calculus is viewed by the Riemann-Liouville operators. It imposes advantages of fast convergence, higher stability and higher accuracy to derive different types of numerical algorithms. In this note, we shall deal with scalar linear time-space fractional differential equations. The time and the space are taken in sense of the Riemann-Liouville fractional operators. Also, This type of differential equation arises in many interesting applications [14-27]. Several researchers have studied fractional dynamic equations generalizing the diffusion or wave equations in terms of R-L or Caputo time fractional derivatives, and their fundamental solutions have been represented in terms of the Mittag-Leffler (M-L) functions and their generalizations. In this article, We provide a new solution of diffusion fractional differential equation using a modified fractional sub-equation method. Also we shall impose a new solution for fraction Birnolli equation of arbitrary order. As a result many exact solutions are obtained.
It is shown that our considered method provides a very effective tool for solving fractional differential equations. The fractional operators are taken in sense of the Riemann-Liouville operators [1].

2. Fractal Index Method

Consider the following equation

$$t^\alpha D_t^\alpha u + (a + bu + cu^2)x + eD_x^\beta u = 0, e \neq 0, a = c = 0,$$

(1)

where $u(t, x)$ is the unknown function.

Let $X = x^\alpha$ and $f = X^n, n \neq 0$, then we obtain

$$\frac{\partial f}{\partial t} t^\alpha = \frac{\partial f}{\partial X} x^\alpha = \frac{\Gamma(1+n\alpha)}{\Gamma(\alpha - 1)} x^{\alpha - \alpha} = \frac{\partial f}{\partial t} \theta_{t^\alpha} = n x^{\alpha - \alpha}.$$

See [12], where $\theta_{t^\alpha} = \frac{\Gamma(1+n\alpha)}{\Gamma(\alpha - 1)}$ and called the fractal index.

Now we proceed to impose a new solution for the Eq. (1) using the fractal index method.

Let the solution takes the form

$$u(t, x) = t \mu(x) + v(t, x), \{v(t, x) = O(t^2)\}. $$

We propose to show that (1) has a unique analytic solution by using the Banach fixed point theorem. Calculations imply

$$t^\alpha D_t^\alpha u = \mu(x),$$

and

$$eD_x^\beta u = e \alpha \mu(x) + e \beta \mu(x) .$$

Therefore, $\mu(x)$ satisfies,

$$\frac{\mu(x)}{\Gamma(2 - \alpha)} + bx \mu(x) + e \beta \mu(x) = 0,$$

which equivalences to

$$D_x^\beta \mu(x) = g(x, \mu(x))$$

(2),

where

$$g(x, \mu(x)) = \rho(x) \mu(x), \|x\| < 1, \|\mu(x)\| < 1$$

And

$$\rho(x) = \left(\frac{1}{2\Gamma(2 - \alpha)} + bx, e\right).$$

Now $g(x, \mu(x))$ is a contraction mapping; therefore, in view of the Banach fixed point theorem, Eq.(2) has a unique analytic solution in $[0, 1]$ and consequently the problem (2).

To calculate the fractal index for the equation

$$D_x^\beta \mu(x) + \rho(x) \mu(x) = 0, \mu(0) = 1, \|\rho(x)\| < 1,$$

we assume the transform $X = x^\beta$ and the solution can be expressed in a series in the form $\mu(X) = \sum_{m=0}^{\infty} \mu_m X^m$ where $\mu_m$ are constants. Substituting yields

$$\frac{\partial}{\partial X} \sum_{m=0}^{\infty} \theta_{m} \mu_m X^m + \rho \sum_{m=0}^{\infty} \mu_m X^m = 0 ,$$

where

$$\rho = \max_{x \in [0, 1]} \rho(x).$$

Note that $0 < \rho \| < 1$ and the fractal index

$$\theta_{m} = \frac{\Gamma(1+m\beta)}{m\Gamma(1+m\beta - \beta)},$$

then a computation imposes the relation

$$\frac{\Gamma(1+m\beta)}{m\Gamma(1+m\beta - \beta)} \mu_m + \rho \mu_{m-1} = 0, \mu(0) = 1$$

consequently we obtain

$$\mu_m = \frac{(-\rho)^m}{\Gamma(1+m\beta)}.$$}

Thus we have the following solution

$$\mu(x) = \sum_{m=0}^{\infty} \frac{(-\rho)^m}{\Gamma(1+m\beta)} x^m = E_{\beta}(-\rho x^\beta),$$

where $E_{\beta}$ is a Mittag-Leffler. The last assertion is the exact solution for the problem (2) and consequently for (1).

Now we will find the exact solution for the fractional Birnolli equation using the fractal index method. Consider the following fractional Birnolli equation

$$D_x^\alpha \psi(x) = \psi^2(x) - \lambda \psi(x),$$

(3)

where $\lambda, \mu \in R$ and $\lambda, \mu \neq 0$. To calculate the fractal index for the equation (3), we assume the transform $X = x^\alpha$ and the solution can be expressed in a series of the form

$$\psi(X) = \sum_{m=0}^{\infty} \psi_m X^m, \psi(0) = 1$$

(4)

where $\psi_m$ are constants. Substitute (4) into (3) and by applying the fractal index we impose

$$\frac{\partial}{\partial X} \sum_{m=0}^{\infty} \psi_m X^m = \lambda \sum_{m=0}^{\infty} \psi_m X^m - \mu \sum_{m=0}^{\infty} \psi_m X^m - (\lambda \sum_{m=0}^{\infty} \psi_m X^m) - (\mu \sum_{m=0}^{\infty} \psi_m X^m),$$

where

$$\theta_{cm} = \frac{\Gamma(1+m\alpha)}{m\Gamma(1+m\alpha - \alpha)}.$$
Comparing the coefficients of $x^0$, we have
\[\Gamma(1+\alpha)\psi_1^m = \mu\psi_0^{2-\lambda}\psi_0^m.\]
But $\psi_0^{-1}$ so in general we obtain
\[\psi_m = \frac{(\mu-\lambda)m}{\Gamma(1+m\alpha)}, \quad m \geq 1.\]
Hence
\[\psi(x) = E_\alpha(\mu-\lambda)x^\alpha. \quad (5)\]

In the next section, we shall use (5) to locate exact solution of fractional differential equation using fractional Birnolli equation.

3. The Fractional Subequation Method

In this section, based on the solution of Birnolli fraction equation, we will impose a technique for solving fractional partial differential equations using the sub-equation method [18]. It will be shown that this technique permits us to get new exact solutions from the known seed solutions.

Our method can be summarized as follows:

Step 1: Using the wave transform
\[u(t, x_1, \ldots, x_j) = u(\eta), \quad \eta = \eta_0 + \lambda_1 t + \lambda_2 x_1 + \ldots + \lambda_j x_j,\]
where $\lambda_1, \lambda_j (j=1, \ldots, j)$ are constants. Hence the equation
\[F(u, u_x, u_{x_1}, \ldots, u_{x_j}, D_x^\alpha u, \ldots, D_x^\alpha u_{x_j}) = 0, \quad (6)\]
becomes
\[\Phi(\eta_0, u(\eta), u_x(\eta), u_{x_j}(\eta)) = 0, \quad (7)\]
where \(\Phi = \frac{d}{d\eta}\).

Step 2: Assuming a solution of the form
\[u(\eta) = \sum_{i=-m}^{1} a_i \psi^i(\eta) + a_0 + \sum_{i=1}^{m} a_i \psi^i(\eta), \quad (8)\]
where $a_i (i=-m, -m+1, \ldots, m-1, m)$ are constants to be calculated and $\psi$ satisfies the fraction Birnolli equation
\[D_x^\alpha \psi(x) = \mu\psi^2(x) - \lambda\psi(x),\]
where $\lambda, \mu \in \mathbb{R}$ and $\lambda, \mu \neq 0$.

Step 3: Substituting (7) in (6) and setting the coefficients of the powers of $\psi$ to be zero, we impose a nonlinear algebraic system in $a_i$ and $\lambda$.

Step 4: Solving the system to obtain these values and substituting them into Eq.(7) we receive the exact solutions of

4. Applications

In this section we shall illustrate an example to examine our method.

We consider the following space-time fractional coupled Burgers equations
\[D_t^\alpha u - D_x^\alpha u + 2u D_x^\alpha u + p D_x^\alpha (uv) = 0 \quad (9)\]
\[D_t^\alpha v - D_x^\alpha v + 2v D_x^\alpha v + q D_x^\alpha (uv) = 0\]

Using the wave transform
\[u(t, x) = u(\eta), \quad \eta = \lambda t + x,\]
we receive
\[c^\alpha D_t^\alpha u - D_x^\alpha u + 2u D_x^\alpha u + p D_x^\alpha (uv) = 0\]
\[c^\alpha D_t^\alpha v - D_x^\alpha v + 2v D_x^\alpha v + q D_x^\alpha (uv) = 0 \quad (10)\]

By applying the above method yields
\[u(\eta) = a_0 + a_1 \psi(\eta) + \frac{a_1}{\psi(\eta)}, \quad v(\eta) = b_0 + b_1 \psi(\eta) + \frac{a_1}{\psi(\eta)}\]
where $\psi$ satisfies the fraction Birnolli equation. Solving the system, we get the following
\[a_0 = -\frac{1}{2} \frac{\lambda(p-1) + c^\alpha (p-1)}{pq-1}, \quad a_1 = \frac{\mu(p-1)}{pq-1}, \quad a_{-1} = 0,\]
\[b_0 = -\frac{1}{2} \frac{\lambda(q-1) + c^\alpha (q-1)}{pq-1}, \quad b_1 = \frac{\mu(q-1)}{pq-1}, \quad b_1 = 0.\]

Thus we have exact solution of (9) as follows:
\[u(\eta) = -\frac{1}{2} \frac{\lambda(p-1) + c^\alpha (p-1) + \mu(p-1)}{pq-1} E_\alpha((\mu-\lambda)\lambda t + x)^\alpha, \quad (11)\]
\[v(\eta) = -\frac{1}{2} \frac{\lambda(q-1) + c^\alpha (q-1) + \mu(q-1)}{pq-1} E_\alpha((\mu-\lambda)\lambda t + x)^\alpha. \quad (11)\]

5. Results and Discussion

The fractional derivatives in the sense of modified Riemann-Liouville derivative and the fractal index method are employed for constructing the exact solutions of nonlinear fractional partial differential equations. The existence of the solutions depends on the Banach fixed point theorem. The power of this manageable fractal index method is presented by applying it on two examples. This approach can also be applied to other nonlinear fractional differential equations.

6. Conclusion

The modified subequation method is applied successfully
for solving the system of nonlinear fractional differential equations. The performance of this method is reliable and effective and gives more new solutions. This method has more advantages: it is direct and concise. Thus, we deduce that the proposed method can be extended to solve many systems of nonlinear fractional partial differential equations.
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