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Abstract: In this article we give a variation of the converse of Fabry Gap theorem concerning the location of singularities of Taylor–Dirichlet series, on the boundary of convergence. whose circle of convergence is the unit circle and for which the unit circle is not the natural boundary.
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1. Introduction

The gap theorem of Fabry states that if \( f(z) = \sum a_n e^{-\lambda_n z} \) is a power series whose circle of convergence is the unit circle and \( \lim n_k / k = \infty \) then the unit circle is the natural boundary of \( f(z) \).

Polya ([7]) proved the following converse of this result:

Let \( n_k \) be a sequence of integers for which \( \lim \inf n_k / k < \infty \); then there exists a power series \( \sum a_n e^{-\lambda_n z} \) whose circle of convergence is the unit circle and for which the unit circle is not the natural boundary.

Based on a sequence \( A \) as mentioned earlier, we construct a multiplicity sequence \( B = \{ (\lambda_n, \mu_n) \}_{n=1}^\infty \), that is, a sequence where, for \( n \neq m \) one has \( \lambda_n \neq \lambda_m \), \( | \lambda_n \| \leq | \lambda_{m+1} | \) and each \( \lambda_n \) appears \( \mu_n \) times. For this sequence \( B \) we prove that the infinite product \( G(z) \) which vanishes exactly on \( \pm B \), satisfies \( \mu_n / | G^{(\mu_n)} (\lambda_n) | = O(\exp(\epsilon | \lambda_n |)) \) every \( \epsilon > 0 \).

That is, we have a sharp estimate for the \( \mu_n \)th derivative function of \( G(z) \) evaluated on \( \lambda_n \).

We assume that the reader is familiar with the theory of Entire Functions and the theory of Dirichlet series, as used in the books [1,5,8–11].

We note that other results concerning the location of singularities of Taylor–Dirichlet series have been derived by Blambert, Parvatham, and Berland (see [2–4]).

2. Auxiliary Results and Notions

In this section, we describe the definitions and also to express and prove the lemma, we need to prove the theorem.

Definition 2.1. We denote by \( L(c,D) \) the class of all sequences \( A = \{ a_n \}_{n=1}^\infty \) with distinct complex terms \( a_n \) diverging to infinity, \( | a_n | \neq | a_{m+1} | \) satisfying the following conditions: (see also [12])

1. There is a constant \( c > 0 \) so that \( | a_n - a_m | \geq c | n - m | \) for all \( n \neq m \).
2. \( \lim_{n \to \infty} n/ | a_n | = D \geq 0 \).
3. The \( \sup | \arg a_n | < \pi / 2 \).

Definition 2.2. Choose a sequence \( A = \{ a_n \}_{n=1}^\infty \) which belongs to the class \( L(c,D) \). Suppose \( \alpha \) and \( \beta \) be real positive numbers so that \( \alpha + \beta < 1 \). We say that a sequence \( B = \{ b_n \}_{n=1}^\infty \) with complex terms \( b_n, b_n \neq 0 \), with the \( | b_n | \) not necessarily in an increasing order, and \( \sup_{n \in N} | \arg b_n | \leq \pi / 2 \), belongs to the class \( A_{\alpha,\beta} \) if for all \( n \in N \) we have \( b_n \in \{ z \in C : | z - a_n | \leq | a_n |^\alpha \} \), and for all \( m \neq n \) one of the following conditions holds:

(i) \( b_n = b_m \)
(ii) \( | b_m - b_n | \geq \max \{ e^{-i\alpha \rho}, e^{-i(1-\beta)\rho} \} \).

One observes that (i) allows for the sequence \( B \) to have coinciding terms. We may now rewrite \( B \) in the form of a multiplicity sequence \( \{ \lambda_n, \mu_n \}_{n=1}^\infty \) in the following way; first
we split $B$ into groups of terms having the same modulus, and then within each group we order them by the size of their argument, beginning from smaller to larger. The arguments are taken in the interval $0 \leq \arg b_\nu \leq 2\pi$. We shall say that \{\lambda_\nu, \mu_\nu\} is the (\lambda,\mu) reordering of $B$.

Remark. We point out that the spacing condition (2) of a sequence $A \in L(c, D)$ plays a very important role throughout the article.

Let $\Gamma_n$ be as in

$$\Gamma_n = \{j : b_j = b_n\}.$$  

One deduces that if $j \in \Gamma_n$ then $\Gamma_j = \Gamma_n$. We also define $m(n)$ to be the number of terms of $\Gamma_n$ and we shall refer to $m(n)$ as the pseudo-multiiplcity of $b_n$.

In the lemma that follows, we get an upper bound for $m(n)$ with respect to $b_n$.

Lemma 2.3. There exist positive constants $\Psi$ and $\mathcal{X}$ so that for any non zero $h$ one has

$$m(n) \leq \Psi |b_n|^\alpha \leq \mathcal{X} |b_n|^\alpha$$

Proof. First note that the relation

$$|a_n|/2 \leq |b_n| \leq 2 |a_n|$$

holds for all $n > n_0$ since $|a_n - b_n| \leq |a_n|^\alpha$. Consider now any $j \in \Gamma_n (\Gamma_n = \{j : b_j = b_n\})$. Then

$$|a_j| = |(a_j - b_j) + (b_j - b_n) + b_n| \leq |a_j|^\alpha + |b_n|$$

$$\leq \frac{|a_n|}{2} + 2 |a_n|$$

It follows that $|a_j| \leq 4 |a_n|$. Then one also gets

$$|a_n - a_j| = |(a_n - b_n) + (b_n - b_j) + b_j - a_j|$$

$$\leq |a_n|^\alpha + |a_j|^\alpha \leq 5 |a_n|^\alpha$$

Finally, the spacing condition

$$|a_n - a_k| \geq \epsilon |n - k|$$

yields that for any $j \in \Gamma_n$ one has

$$\epsilon |j - n| \leq 5 |a_n|^\alpha$$

Since $m(n)$ is the number of terms of $\Gamma_n$, then $m(n) \leq 2 \max \{|j - n| : j \in \Gamma_n\}$. From the above equation it follows that there exists a positive $\Psi$ so that $m(n) \leq \Psi |a_n|^\alpha$. Finally, the relation $|a_n| \leq 2 |b_n|$ yields a positive $\mathcal{X}$ so that $m(n) \leq \mathcal{X} |b_n|^\alpha$.

Lemma 2.4. For any $n$ one has

$$\mu_n \leq \mathcal{X} |b_n|^\alpha$$

Proof. Let $\lambda_n = b_k$ for some $k \in N^+$. From the previous lemma we know that $m(k) \leq \mathcal{X} |b_k|^\alpha$ for some $\mathcal{X} > 0$. But the pseudo-multiiplcity $m(k)$ of $b_k$ is the multiplicity $\mu_n$ of $\lambda_n$.

Thus, one obtains the relation $\mu_n \leq \mathcal{X} |b_n|^\alpha$.

Another important lemma, which is important for this paper can be stated as follows:

Lemma 2.5. Let $A \in L(c, D)$ be a real positive sequence and let $B \in A_{n, \beta}$ so that $B = \{b_n\}$ is real positive too, with $(\lambda, \mu)$ its reordering. Then the regions of convergence of the three series $f, f^*, f^{**}$ as defined in

$$f(z) = \sum_{n=1}^{\infty} p_{\nu_n}(z) e^{z \lambda_n},$$

(1)

where $p_{\nu_n}(z) = \sum_{\nu=0}^{\nu_{-1}} c_{\nu_n} z^\nu$ is a polynomial with $c_{\nu_{-1}} \neq 0$, and

$$f^*(z) = \sum_{n=1}^{\infty} A_n e^{z \lambda_n}, \quad f^{**}(z) = \sum_{n=1}^{\infty} A_n z^{\mu_{-1}} e^{z \lambda_n}$$

(2)

are the same. For any point $z$ inside the open convex region, the three series converge absolutely. Similarly, if instead of a real sequence $A \in L(c, D)$ we have a complex sequence

$$A \in L(c, 0),$$

Proof. We have to show that

$$\lim_{n \to \infty} \log n \frac{|a_n|}{\lambda_n} = 0, \quad \lim_{n \to \infty} \mu_n - 1 \lambda_n = 0,$$

is satisfied. First, note that from Lemma 2.4 one deduces that the right limit of

$$\lim_{n \to \infty} \log n \frac{|a_n|}{\lambda_n} = 0, \quad \lim_{n \to \infty} \mu_n - 1 \lambda_n = 0,$$

is valid. Thus, it remains to verify the left limit. We claim that

$$|\lambda_n| \geq |a_n|/2, \quad n \geq 1$$

Finally, the spacing condition

$$|a_n - a_k| \geq \epsilon |n - k|$$

yields that for any $j \in \Gamma_n$ one has

$$\epsilon |j - n| \leq 5 |a_n|^\alpha$$

This implies that

$$\frac{\log n}{|\lambda_n|} \leq \frac{\log n}{n} \frac{|a_n|}{|\lambda_n|} \leq \frac{\log n}{n} \frac{1}{|a_n|^2} \to 0, \quad n \to \infty$$

since $n/|a_n| \to D$, and we are done.

Let us justify our claim. It is obvious that $|\lambda_n| \geq |a_n|/2$. Assume that $|\lambda_n| \geq |a_n|/2$ for some $k$. We will prove that
so that the unit circle will be the circle of convergence and \( \lambda_\nu \rarr 1 \) in the intervals \( \nu, \beta = 0 \). We shall choose \( A \) and \( R \)

Theorem 3.1. suppose \( A \in L(c, D) \) be a real positive sequence. Let \( B \in A_{\nu, \beta} \) so that \( B = [b_\nu] \) is real positive too \( \liminf_n n A_\nu = D < \infty \) and let \( (\lambda, \mu) \) be its reordering. Then any Taylor-Dirichlet series \( f(z) \) as in (1), satisfying

\[
\limsup_{\nu \rarr \infty} \frac{\ln |c_{n+1}|}{\lambda_n} = \limsup_{\nu \rarr \infty} \frac{\ln A_\nu}{\lambda_n},
\]

whose circle of convergence is the unit circle and for which the unit circle is not the natural boundary.

Proof. We follow on the lines of the proof of Theorem in [6].

Let \( f, f', f'' \) and \( A_\nu \) as defined in (1), (2) and

\[
A_\nu = \max \{|c_{\nu+j}| : j = 0, 1, 2, ..., \mu_\nu - 1\}. (4)
\]

From Lemma 2.5, the regions of convergence of the three series are the same. Since the \( \lambda_\nu \) are real positive numbers, we consider the non-trivial case, that is when the three series converge in identical half-planes of the form \( \Re z > x, y \in R \).

With no loss of generality we assume that the abscissa of convergence (ordinary and absolute) is the line \( x = 1 \).

In other words the relation

\[
\limsup_{\nu \rarr \infty} \frac{\ln A_\nu}{\lambda_n} = 1
\]

holds. Thus, all three series converge absolutely and uniformly in any half-plane \( x \geq \tau > 1 \). One also notes that from (3) we have

\[
\limsup_{\nu \rarr \infty} \frac{\ln |c_{\nu+1}|}{\lambda_n} = 1.
\]

There clearly exist two sequences of integers \( B_1 \) and \( B_2 \) such that \( B_i = [(1 + c_i)B_i], B_\nu > B_i \), and the number of \( \lambda_\nu \) in \( (B_1, B_2) \) is greater than \( c_2(B_2 - B_1) > c_2B_2 \). (The c's denote absolute positive constants.) The existence of these sequences is immediate from \( \liminf n / \lambda_\nu < \infty \). Denote the \( \lambda_\nu \) in the intervals \( (B_1, B_2) \) by \( \lambda_\nu \). We clearly have \( \liminf n / \lambda_\nu < \infty \). For construction of \( f(z) \) we shall use only the \( \lambda_\nu \). Put \( f(z) = \sum_{\nu=1}^{\infty} c_{\nu+1} z^{\nu-1} \). We shall determine the \( p_{\nu} \), so that the unit circle will be the circle of convergence and the point l will be a regular point of \( f(z) \). It will suffice to show that there exists a number 1, 1 > l > 0, such that the circle of convergence of

\[
f(z+l) = \sum_{\nu=1}^{\infty} p_{\nu} (z+l)e^{-\lambda(z+l)} = \sum_{\nu=1}^{\infty} b_{\nu} e^{-\lambda(z+l)}
\]

has radius greater than \( 1-l \). We shall choose \( l = (r-1)/r, r \) a sufficiently large integer. We have by the binomial expansion

\[
\sum_{\nu=0}^{\infty} p_{\nu} (z+l)e^{-\lambda(z+l)} = \sum_{\nu=0}^{\infty} b_{\nu} e^{-\lambda(z+l)}
\]

We have to show that \( \limsup b_{\nu}^{(\nu+m)} < r, \) for some choice of the \( p_{\nu} \) with \( \lim sup p_{\nu}^{(\nu+m)} = 1 \).

Let \( c \) be a small but fixed number; we distinguish two cases.

In case (i),m does not lie in any of the intervals \( ((B_1, r)/(1-c), (B_2, r)/(1+c)) \). Then we show that for every choice of the \( p_{\nu} \) with \( |\nu+c| < 1 \), \( \limsup b_{\nu}^{(\nu+m)} < r - \delta, \delta = \delta(c) \).

This means that if \( m \) is large enough and does not lie in \( ((B_1, r)/(1-c), (B_2, r)/(1+c)) \) then \( b_{\nu} < (r-\delta)^m \). Clearly

\[
|\lambda_n | |a_{n+1}| /2 as well.
\]

Note that there is at least one \( b_\nu \) so that \( \lambda_\nu = b_\nu \). If \( |\lambda_n | |a_{n+1}| /2 then \( |a_{n+1}| /2 \leq |b_\nu | |\lambda_n | \leq |a_{n+1}| /2 \).

Since \( |a_n | /2 < |a_{n+1}| \), this implies that \( n < k \) since \( |a_n | \leq |a_{n+1}| \) for all \( n \in N \), therefore \( \lambda_\nu \in [b_\nu ]^{(n+1)} \). This means that \( \{(\lambda_\nu, \mu_\nu)\}_{\nu=1}^{\infty} \) and \( \{b_\nu \}_{\nu=1}^{\infty} \), thus there is some \( b_\nu \in \{(\lambda_\nu, \mu_\nu)\}_{\nu=1}^{\infty} \) with \( j \geq k+1 \). It follows that

\[
|a_{n+1}| /2 > |\lambda_\nu | \geq |\mu_\nu | \geq |a_{n+1}| /2,
\]

which is false. Thus \( |\lambda_n | \geq |a_{n+1}| /2 \) and this completes the proof.
Stirling’s formula

\[ k! \sim (2\pi)^{1/2} k^{k+1/2} e^{-k} \]

We note that \( H_{r_m}^{1/n} \to r \) as \( m \to \infty \). It follows from (8) that there exists \( k = k(\epsilon) > 0 \) such that

\[ H_{k+1} / H_k > 1 + \eta \quad \text{for} \quad n < rm / (1+\epsilon) \quad (9) \]

\[ H_{k+1} / H_k < 1 - \eta \quad \text{for} \quad n > rm / (1-\epsilon) \quad (10) \]

and hence a simple calculation shows that there exists a \( \beta = \beta(\epsilon) > 0 \) such that

\[ H_k < (r-\beta)^n \quad (11) \]

for \( k \) not in \( (rm / (1+\epsilon), rm / (1-\epsilon)) \).

Now clearly

\[ b_m = \sum_{1}^{I} + \sum_{2}^{I} \]

where in \( \sum_{1} \) the summation is extended over the \( k < rm / (1+\epsilon) \) and in \( \sum_{2} \) over the \( k > rm / (1-\epsilon) \). (By assumption \( m \) does not lie in \((B / r)(1-\epsilon), (B / r)(1+\epsilon)\) and in (7) the \( \lambda'_k \) are all in \((B, B)\); thus if \( m < (B / r)(1-\epsilon) \), \( \lambda'_k > rm / (1-\epsilon) \) and if \( m > (B / r)(1+\epsilon) \), \( \lambda'_k < rm / (1+\epsilon) \) ) Thus from (9), (10) and (11) (by summing a geometric series)

\[ b_m < c_k (r-\beta)^n \]

or

\[ \limsup b_m^{1/n} < (r-\delta) \]

which completes the proof.

In case (ii)

\[ (B / r)(1-\epsilon) < m < (B / r)(1+\epsilon). \]

We write

\[ b_m = b'_m + b''_m, \]

where

\[ b'_m = \sum_{1}^{I} p_{\mu_k} (z + \frac{r-1}{r}) c_{\lambda'_0,m} \left( \frac{r-1}{r} \right)^{\lambda'_0-m} \]

\[ b''_m = \sum_{2}^{I} p_{\mu_k} (z + \frac{r-1}{r}) c_{\lambda'_0,m} \left( \frac{r-1}{r} \right)^{\lambda'_0-m} \]

\( \sum_{1} \) indicates that the summation is extended only over those \( n \) for which \( \lambda'_k \) does not lie in \((B, B)\), and in \( \sum_{2} \) the summation is extended over the other \( n \).

We

\[ b'_m \leq \sum_{1} C_{\lambda'_0,m} \left( \frac{r-1}{r} \right)^{\lambda'_0-m} \]

and we can show that \( \limsup b_m^{1/n} < r \) as before.

Now we show that we can choose the \( \mu_k \) to be such as to make all the \( b'_m \) for \((B / r)(1-\epsilon) \leq m \leq (B / r)(1+\epsilon) \) equal to 0. Thus we must determine the \( \mu_k \) so that

\[ \sum_{2}^{I} p_{\mu_k} (z + \frac{r-1}{r}) c_{\lambda'_0,m} \left( \frac{r-1}{r} \right)^{\lambda'_0-m} = 0 \]

These are homogeneous equations for the \( \mu_k \). The number of these equations is less than \((2(B / r-B)) / r \) for sufficiently small \( \epsilon \) and the number of unknowns is greater than \( c_k (B / r-B) \) which is greater than the number of equations for large enough \( r \). Thus the system of equations always has a solution, and further we can suppose that the absolute value of the largest \( \mu_k \) is 1. This will insure that the circle of convergence of \( f(z) \) will be the unit circle, which completes the proof.

4. Conclusion

In this study we examine a variation of the converse of Fabry Gap theorem.

Polya’s result shows that in some sense Fabry’s result is the best possible. Perhaps the elementary and direct proof that mentioned above might be of some interest.

To do this, a sequence with a series of new build and reordering the calls, using the convergence of three series \[ f(z) f^{**} \] obtain upper and lower bounds. And using the Stirling’s formula and we will achieve the desired result in this paper.
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