Filtering Analysis of Navigation Data Processing for Personnel Positioning System
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Abstract: Ultra wideband technology is a more precise indoor positioning technology. But the UWB positioning output would be unstable if the signal from base station were blocked. The low cost inertial positioning is a method to make up a method for indoor navigation. However, the positioning error will accumulate quickly due to the low cost inertial measurement error. To solve this problem, we selected the MPU6050 module as a chip and Simulated test with Extended Kalman Filter and Unscented Kalman Filter algorithms, and carried out the error analysis on both of them. Finally, come to sampling Kalman filter estimation accuracy estimation is more accurate, more suitable for MPU6050 positioning algorithm.
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1. Introduction

Since the indoor environment is more complicated and changeable compare to the outdoor, we must adopt the relatively suitable wireless positioning technology to solve the positioning problem in the indoor environment. To overcome the defects of UWB positioning accuracy, we proposed a method of aided localization of UWB. It combines the user walking state and direction of motion in the position calculation. The positioning system structure is shown in Figure 1. When the UWB positioning signal lost, the inertial guidance sensor records the motion state according to the position of the last position, and carries out the auxiliary positioning of the sensor.

2. Location Algorithm

The positioning data collected by MPU6050 may be noise, so the original data must be filtered to remove the interference data. The emergence of various filtering algorithms provides a theoretical basis and mathematical tools for the processing of navigation data. Filter the basic steps: First, establish the system of state and observation equation; Second, use the appropriate filtering algorithm for optimal system state estimation, filter out the noise part to get the accurate state estimation value. At last, the measurement error of the system is corrected by using the estimated value of these States, so as to obtain the accurate navigation parameter information, so as to achieve the goal of improving the accuracy of the system. The filtering algorithm structure is simple, strong in practicality and widely used in the Extended Kalman Filter and Unscented Kalman Filter algorithms.
3. Extended Kalman Filter

Because the data collected by MPU6050 is nonlinear, (EKF) extended Kalman filter is a maximum filtering method for nonlinear state estimation, the basic principle is as a nonlinear model and the of a first-order Taylor series expansion in equation of state estimation value the. Finally, use the traditional Kalman filter to estimate the state.

The state equation and the measurement equation of the nonlinear system are as follows:

\[
\begin{align*}
\dot{x}_t &= f(x_t, t) + w_t \\
\dot{y}_t &= h(x_t) + v_t
\end{align*}
\]

\(x_t, y_t\) are system state estimations; \(f\) and \(h\) are nonlinear functions; \(t\) for \(w_t\) the a update number of state noise.

The nonlinear system must be linearized before filtering:

\[
x_{\text{t'}-} = x_{\text{t'}} + \Delta x_{\text{t'}}
\]

For the estimated amount; \(\Delta x_{\text{t'}}\) is the state to correct the parameters

Taylor series expansion for the state estimation of the \(\Delta x_{\text{t'}}\) nonlinear system, and get the approximation:

\[
\begin{align*}
x_t &= f(x, t) \\
x_t' &= x_{\text{t'}} + \frac{\partial f(x, t)}{\partial x} \Delta x_t + w_t \\
y_t &= h(x, t) \\
y_t' &= x_{\text{t'}} + \frac{\partial h(x, t)}{\partial x} \Delta x_t + v_t
\end{align*}
\]

The EKF filtering equation is as follows:

\[
\begin{align*}
X_{t-1} &= \phi_{t-1} X_{t-1} \\
X_t &= X_{t-1} + K_t (Y_t - H_t X_{t-1}) \\
K_t &= P_t H_t^T R_{t-1}^{-1} \\
P_{t-1} &= \phi_{t-1} P_{t-1} \phi_{t-1}^T + Q_{t-1} \\
P_t &= (I - K_t H_t) P_{t-1}
\end{align*}
\]

\(x_{t-1}\) is state observation matrix; \(\phi_{t-1}\) is state transition matrix; \(x_{t-1}\) is state estimation for t-1 time. \(K_t\) is gain matrix; \(Y_t\) is measured value; \(H_t\) is Observation matrix; \(P_t\) is covariance matrix; \(P_{t-1}\) is covariance estimation of t-1 time; \(R_t\) is the state of the system; \(Q_t\) is measured variance.

Although EKF can estimate the nonlinear state, it can produce processing errors in the process of linearization: 1. Nonlinear function with the first-order or second-order Taylor, neglecting the higher order terms, the EKF is only suitable for weak nonlinear system, for strong nonlinear system, EKF filtering performance is extremely unstable, and even lead to filter divergence; 2. The complex calculation of Jacobian matrix can be introduced into the linear error estimation, which affects the stability of the system.

Based on the improvement of EKF deficiency, Julier presents a new nonlinear filtering method —— Unscented Kalman Filter. It doesn't linearize to the system equation, but introduces the nonlinear dynamic method with additive noise. UKF uses sigma point sampling to approximate the nonlinear distribution of the system step by step, that is the combination of the sampling strategy and the Calman filter.

The principle of UT transform is to take some points in the state distribution points according to the X rule. And the covariance and mean of the points are equal to the original state. These points will be used in nonlinear function to obtain the nonlinear function value point set by the strike mean and covariance transformed. In the symmetric sampling, the mean and covariance.

Because the walking state noise and observation noise collected by MPU6050 are assumed as a Gaussian white noise and variance were Q and R, the measuring equation is linear, so there is no need to extend the state dimension, the filtering algorithm is as follows:

Firstly, according to the statistics of the input variable x and the selection of a sigma point sampling strategy, the sigma point set of the input variables and the corresponding mean value \(W\):

\[
\begin{align*}
X_t^- &= E[X_0] \\
P_0 &= E[(X_0 - X_0^-)(X_0 - X_0^-)^T]
\end{align*}
\]

The expected value of the sampling point of \(x_{t-1}\) for the t=0 time; the covariance matrix of the t=0 time. For time \(t=1, 2,\ldots\)

A matrix consisting of sigma L points is generated, as shown in the formula (6), according to the principle of the sigma transform, the resulting column vector \(\chi_{t-1}\):

\[
\chi_{t-1} = \begin{cases}
\bar{x}_{t-1} & i = 1, \ldots, L \\
\bar{x}_{t-1} - (\sqrt{(L + \lambda)P_{t-1}}) & i = L + 1, \ldots, 2L
\end{cases}
\]

\(\bar{x}_{t-1}\) is the sample mean of t-1 moment; \(\lambda\) is a free parameter; \(P_{t-1}\) is the t-1 time variance; The assumption of discrete nonlinear systems is:

\[
\begin{align*}
x_{t+1} &= F(x_t, u_t) + w_t, \quad A \\
y_t &= H(x_t, u_t, t) + v_t \\
x_t &= (1 - K_t H_t) P_{t-1}
\end{align*}
\]

\(x_{t+1}\) is the input control vector. The UKF time update equation is:

\[
\begin{align*}
x_{t, t-1} &= F(x_{t-1}, u_{t-1}, t-1) \\
x_{t, t} &= \sum_{i=0}^{2K} W_{t, i} x_{t, t-1} \\
P_{t, t} &= \sum_{i=0}^{2K} W_{t, i} [x_{t, t-1} - x_{t, t-1}][x_{t, t-1} - x_{t, t-1}]^T + Q \\
y_{t, t-1} &= H(x_{t-1}, u_t, t) \\
y_{t, t} &= \sum_{i=0}^{2K} W_{t, i} y_{t, t-1}
\end{align*}
\]

\(x_{t-1}\) is the state observation matrix; \(x_{t-1}\) is the state estimation of t-1 moment; \(W_t\) is a weight; \(A\) is the state predictive value; \(P_{t-1}\) is covariance matrix; \(y_{t-1}\) is State output matrix; \(y_{t-1}\) is predicted value;

Measurement update equation:
\[
\begin{align*}
P_{yy} &= \sum_{i=0}^{2k} W_i [y_{t, t-1} - y_{t\hat{}}} [y_{t, t-1} - y_{t\hat{}}]^T + R \\
P_{xy} &= \sum_{i=0}^{2k} W_i [x_{t, t-1} - x_{t\hat{}}} [y_{t, t-1} - y_{t\hat{}}]^T + R \\
K_t &= P_{xy} P_{yy}^{-1} \\
x_{t} &= x_{t\hat{}} + K_t (y_{t} - y_{t\hat{}}) \\
P_{t} &= P_{t\hat{}} - K_t P_{yy} K_t^T
\end{align*}
\]

For \( P_{xy}, P_{yy} \) in the formula is the predictive variance matrix.

By means of the filter equation, UKF uses a series of sampling points to approximate Gauss distribution, and the recursive and updating of the state and error covariance are carried out by means of UT transform. In each state update process, the sampling point is transferred along with the state equation and the measurement equation is changed. The UKF system can not only ensure the accuracy of state estimation, and because there is no linear transformation, therefore it has better robustness. This is precisely the UKF filter EKF filter is compared superiority.

4. Data Filtering Simulation and Analysis

4.1. MPU6050 Module Data Acquisition

The inertial navigation selected module is MPU6050, selects the UNO Arduino board as the processing monolithic integrated circuit, through the HC-05 Bluetooth module and the upper computer wireless transmission data, as shown in figure 2.

4.2. Comparative Analysis

There will be some swing because the MPU6050 was worn testers. In addition, because the module of limited precision, so the data will be some errors inevitably. In order to facilitate the observation of curve fitting characteristics, especially the interception of some acceleration curve data of the first 1000ms-1200ms.

As can been seen from Figure 3 and Figure 4, UKF filtering effect is more obvious than EKF jitter is small, and relatively smooth, consistent with the original data curve. Error analysis shown in Figure 5, a progress curve verifies the filtering effect of UKF is better than EKF.

5. Conclusion and Prospect

EKF linearization method is the system state equation and the measurement equation for local linearization, this method may lead to a suboptimal approximation effect, and may even lead to filter divergence. Using UKF, the state of the nonlinear system model and the error covariance are obtained by using a nonlinear transformation. Based on this collection of testers walking data of extended Kalman filter and nondestructive analysis and Simulation of Kalman filter, as can be seen from Figure 3 and Figure 4 can two kinds of macro filtering can reflect the basic trend of the true curve. While, EKF filtering of signal wobble error is relatively large, there is no actual curve with accurate Anastomosis, random error; and UKF overcomes the jitter of the curve well, the curve is much smoother and UKF error is smaller than the EKF, so the UKF has good filtering effect for MPU6050 positioning algorithm which can be seen in Figure 5.
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