An Entropy-Based MIMO Array Optimization for Short-Range UWB Imaging
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Abstract: A novel approach to design the position of linear Multiple-Input Multiple-Output (MIMO) array elements for short-range UWB imaging is proposed. The proposed method uses Particle Swarm Optimization (PSO) algorithm to determine the optimal MIMO antenna array topologies that can provide minimum entropy of the reconstructed image. According to the approach, a MIMO array is optimized with minimum entropy indicating high focusing quality.
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1. Introduction

As an emerging technology, short-range UWB imaging has the ability to penetrate through obstacles with high precision and low electromagnetic radiation. It has many applications, such as through wall imaging (TWI) [1], security inspection [2] and ground penetrating radar (GPR) [3]. By taking the advantages of MIMO technique [4, 5], short-range UWB imaging can reduce lots of antennas, which releases the total cost and weight of the sensor system.

In short-range UWB imaging application, array design is one of the key techniques, and it can influence target detection, parameters estimation and imaging performance such as the resolution and sidelobe level of the forming image. Usually, for imaging cases, resolution in the range direction can be achieved by transmitting wide band signals, and resolution in the cross-range direction can only be achieved by varying the illumination over the field of view of the sensor system. But for short-range application, the traditional pattern design method that based on plane wave is limited for the space-variance effect, so the imaging is determined by both wide band signals and short-range effect, which means that the resolution in range direction and cross-range direction is crossed. Thus, how to design a proper array transmitting specified signals (e.g. the frequency band for TWI is from 250 MHz to 3 GHz [6]) is on focus. In some experiments [7, 8], a uniform linear array is used to form the image. It is simple but not the best configuration. In some other papers, a random distributed array is discussed that it could reduce the effect of ghost images [9, 10]. But not all random patterns produce good results [9].

As the short-range effect and wide band property, it is difficult to design an optimized MIMO array. But on the other hand, the antenna array is used for high quality images, so it is direct and feasible to optimize array by the imaging performance. In this paper, the optimization of a linear MIMO array for short-range UWB imaging application is investigated. To find the best positions of antenna array topology within the array, which provide desired resolution and sidelobe level, the PSO algorithm is used. By using PSO with proper optimization objective, which is the entropy of image that indicates the focusing quality and constraints on the fixed number of antenna elements and the probable maximal baseline, we can determine the proper antenna element positions.

This paper is organized as follows. The antenna array, imaging method and Point Spread Function (PSF), which is defined as the image distribution of a point scatter over the area of interest, are described in section 2. In section 3, the proposed approach is illustrated. In section 4, the optimized MIMO array and its corresponding results are shown. Finally, conclusions can be found in section 5.
2. Imaging

2.1. Antenna Array

In a conventional narrow-band radar system with a linear array, the cross-range resolution is solely determined by the size of the array aperture, and the sidelobe level is associated with the space between elements. When the number of elements is given, the conflict between the aperture size and the elements space corresponds to the conflict of the mainlobe width and the sidelobe level, which should be a trade-off. However, in UWB radar systems, the cross-range resolution is related not only to the baseline size, but also the bandwidth and the pulse shape of the system [11, 12, 13]. Hence, the cross-range resolution is a function of not only the array geometry, but also the spectrum of the radiated signal. Furthermore, the sidelobe level at range direction and cross range direction is also influenced by the pulse shape. As a result, the desired resolution may be achieved by modifying the transmitted pulse spectrum to achieve a certain PSF, as in [14], or by modifying the antenna topology, or both. In this paper, we only concentrate on the influence of antenna array topology to the PSF, so we fix the bandwidth and the pulse shape, and optimize the resolution by adjusting the antenna elements positions.

To obtain the image with real aperture requires large number of elements and multiple channels in transceiver. To avoid too much cost, electronics fabrication problems, and large data flow for real-time imaging, the antenna array must be thinned. However, aperture thinning generally causes the raise of sidelobe level. Thinned arrays have been designed and used as a means of obtaining maximum resolution with a minimal number of elements, using the coarray as a means of quantifying performance [11]. A good alternative array thinning can be MIMO approach. It was demonstrated in [12] and [15] that for a MIMO antenna array, the equivalent aperture is the spatial convolution of the transmitting antenna array aperture and the receiving antenna array aperture. What’s more, each frequency responds to one equivalent aperture, which forms a dispersive coarray [15, 16]. As a result, the antenna aperture size and element spacing of the effective array can be much larger and denser than those of the monostatic antenna array, providing better mainlobe and sidelobe control. The advantages of using MIMO antenna arrays are also demonstrated in [5]. So in our program, a MIMO array is applied.

2.2. Imaging Algorithm

In this paper, the image is formed by Back Projection (BP) algorithm, which can be calculated with high resolution in time domain and makes no geometrical approximations [17, 18]. BP algorithm is very suitable for short-range UWB imaging, such as TWI and GPR [4, 17].

If \( t \) denotes fast time, \( x_m \) denotes the location of transmitter \( m \), \( m = 1, \ldots, M \), \( x_n \) denotes the location of receiver \( n \), \( n = 1, \ldots, N \), and \( s_{mn}(t) \) represents the signal transmitted by transmitter \( m \) and received by receiver \( n \), then according to the BP algorithm the amplitude at the image pixel \( x_q \) is given by

\[
I(x_q) = \sum_{m=1}^{M} \sum_{n=1}^{N} w_{mn} \cdot s_{mn} \left( \|x_m - x_q\| + \|x_q - x_n\| \right) \tag{1}
\]

Where \( w_{mn} \) is the weight of receiver \( n \), \( v \) is the velocity of the electromagnetic wave in the ambient medium. The coherent sum is performed via time-shifting the signal obtained by each antenna pair and then adding across all antenna pairs to integrate the value at the image space pixel \( x_q \). This time shift and sum sequence is repeated for all the image space pixels. For an ideal point target, the calculated image is its PSF [19].

3. Methodology

Particle Swarm Optimization (PSO) is a biologically inspired computational search and optimization method developed in 1995 by Eberhart and Kennedy based on the social behaviors of birds flocking or fish schooling [20]. PSO has been used by many applications of several problems and has a great success. PSO is a sort of evolutionary algorithm utilizing swarm intelligence to achieve the goal of optimizing a specific fitness function, and it operates on a model of social interaction between independent particles [20]. PSO consists of a swarm of particles, where one particle represents a potential solution. Exploration is the ability of a search algorithm to explore different region of the search space in order to locate a good optimum. Exploitation, on the other hand, is the ability to concentrate the search around a promising area in order to refine a candidate solution [21]. With their exploration and exploitation, the particles of the swarm fly through hyperspace and have two essential reasoning capabilities: memory of their own best position -- local best, and knowledge of their neighborhood's best -- global best. With a velocity, each particle could change its position to explore in the solution space.

According to the PSO algorithm, the position \( x_i(t) \) and velocity \( v_i(t) \) of the particles are updated at each iteration \( t \) according to the velocity and position update equations given by

\[
v_i(t + 1) = v_i(t) + c_1 \cdot \xi_1 \cdot (\text{localbest}_i(t) - x_i(t)) + c_2 \cdot \xi_2 \cdot (\text{globalbest}_i(t) - x_i(t)) \tag{2}
\]

\[
x_i(t + 1) = x_i(t) + v_i(t) \tag{3}
\]

Where \( k = 1, 2, \ldots, k \) is the total particle number in the swarm, \( x_i(t) \) and velocity \( v_i(t) \) are the position and velocity vectors, and \( \text{localbest}_i(t) \) and \( \text{globalbest}_i(t) \) represent the local and global best position in the swarm. \( \xi_1, \xi_2 \) is the random
The entropy of a radar image is an indicator of its focusing quality. As the image is blurred, the uncertainty in the location and dimension of a target increases. In this paper, the Shannon entropy was calculated to measure the focusing quality. The best focusing quality is achieved when the entropy of the reconstructed image is minimized [22, 23], and the corresponding position of the array element is regarded as optimal.

The focusing quality of the image depends on the array element positions during the reconstruction process, and it can be used as a metric. This metric measures the level of uncertainty in a random variable. Let \( r \) be a discrete random variable with a probability density function \( p(r) \). According to Shannon’s definition [24], the entropy of \( r \) is given by

\[
H = -\sum p(r) \log(p(r))
\]

The entropy of a digital image with \( W \) intensity levels is defined as

\[
H = -\sum_{w=1}^{W} \frac{\psi_w}{\psi} \log\left(\frac{\psi_w}{\psi}\right)
\]

Where \( \psi_w \) are the pixel number corresponding to the \( w \)th intensity level on the image and \( \psi \) is the total number of pixels in the image. The image that has the minimum entropy has the optimal focusing quality. The entropy of the image is used as the fitness function of PSO algorithm to find the corresponding array element positions with some specific constraints.

The proposed design method can be described as follows.

a) Set the parameters of the imaging scenery and array constraints, such as the element number of the MIMO array and the probable maximum length of the array.

b) Generate the initial population with random array element position \( x_1, x_2, ..., x_k \), where \( K \) is the size of the particle swarm. The particle \( k \) and the velocity at iteration \( i \) are denoted as \( x_k(i) \) and \( v_k(i) \). Here \( i = 0 \) at the beginning. Initially all of the particle velocity is assumed to be zero. Thus the particles have the initial status \( x_k(0) \) and \( v_k(0) \).

c) Evaluate the fitness function value for each particle as \( f(x_k(i)), f(x_k(i)), ..., f(x_k(i)), ..., f(x_k(i)) \). The fitness function is based on the entropy of the image and \( f(x_k(i)) = -H \), \( H \) is calculated by equation (5).

d) For each particle \( k \), compare its fitness function value \( f(x_k(i)) \) with \( P_{\text{best}}(k) \), which is the best fitness function value of particle \( k \) at all previous iteration (Initialize as \( P_{\text{best}}(k) = -\infty \)). If \( f(x_k(i)) > P_{\text{best}}(k) \), then let \( P_{\text{best}}(k) = f(x_k(i)) \) and \( \text{localbest}_k(i) = x_k(i) \).

e) For each particle \( k \), compare its fitness value \( f(x_k(i)) \) with \( G_{\text{best}} \), which is the best fitness function value of all particles at all previous iteration (Initialize as \( G_{\text{best}} = -\infty \)). If \( f(x_k(i)) > G_{\text{best}} \), that means \( f(x_k(i)) \) is better than \( G_{\text{best}} \), then let \( G_{\text{best}} = f(x_k(i)) \) and \( \text{globalbest}_k(i) = x_k(i) \).

f) Update \( x_k(i), k = 1, 2, ..., K \) and \( v_k(i), k = 1, 2, ..., K \) according to equation (2) and (3).

g) Check whether the current solution is convergent. This iteration process continues until all particles convergence the same solution or the iteration \( i \) reaches a specific number. The convergence is determined by the termination criteria that the difference between the current solution and the previous one is very small. If not convergent then step (e) is repeated by updating iteration \( i = i + 1 \).

4. Results

In the following short-range UWB imaging simulation, the configuration of a linear MIMO array is optimized by PSO algorithm with the corresponding image entropy as its cost function. The MIMO array has 3 transmitting elements and 10 receiving elements. The aperture of the linear MIMO array is limited to shorter than 2 meters. The transmitting signal is orthogonal stepped frequency continuous wave (SFCW) [25] with a center frequency of 1.5 GHz and a bandwidth of 2 GHz, and the signal duration is 1 \( \mu \)s. The imaging area is 8 meters along azimuth and 4 meters along range. An ideal point target at the center of the imaging area is used as the scatter, and the PSF formed by BP algorithm is used to calculate the entropy.

The optimization is executed on MATLAB platform. Fig. 1 shows the optimized MIMO array, in which red * represents transmitting antenna element, blue dot represents receiving antenna element. The topology indicates that the MIMO array has a transmitting array aperture expanding to the largest length as well as the receiving array aperture. This result is consistent with the coarray theory that the outer elements provide better resolution [13, 15]. Fig. 2 shows the corresponding PSF. Rather than a uniform array, the distributed elements provide sidelobe with low level. The entropy changes following the iteration as shown in Fig. 3. From the figure it can be seen that the entropy declines to lower and lower level, then close to steady. The focusing quality gets better and better following with the iteration.

![Fig. 1. the optimized MIMO array topology.](image-url)
5. Conclusion

A novel approach to design MIMO array element positions for short-range UWB imaging application is presented in this paper. The results show that the proposed approach has the potential to find better positions than random array. The proposed approach is available for short range application regardless of the space variance phenomenon. Moreover, rather than the Shannon’s entropy, the approach could be also applied by changing the fitness function of the PSO due to the purpose of the imaging system. In 3D imaging cases, this approach could be used for plane MIMO array optimization.
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