Performance Evaluation of Machine Learning Methods for Heart Failure Prediction
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Abstract: Heart failure is a syndrome of cardiac circulation disorder. Due to the dysfunction of the systolic function or diastolic function of the heart, the venous blood volume cannot be fully discharged from the heart, resulting in blood stasis in the venous system and insufficient perfusion in the arterial system. The symptoms of this disorder are concentrated in pulmonary congestion and vena cava congestion. The correlation between the inducement of heart failure and the incidence of heart failure is a subject that needs to be studied in the medical field. In recent years, with the development of data mining technology, more and more analytical models and algorithms have been applied in the medical field, which greatly improve the efficiency of medical data analysis and enable medical workers to cure diseases better. In this study, an ensemble learning model is applied to analyze the data of heart failure. First, the data is preprocessed and normalized, and features that are not associated with death rate of heart failure are removed. Secondly, multiple base classifiers are trained and compared. Finally, the competent base classifiers are selected and integrated with the Stacking-based ensemble learning algorithm for final classification. Comparative analysis showed that the prediction results of ensemble model are better than that of base classifiers in evaluation indexes such as accuracy, precision, AUC, Balanced accuracy and F1-score for the heart failure data.
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1. Introduction

In clinical diagnosis, etiology is very important for the cure and prevention of disease. Due to the trend of population aging, heart failure has gradually become an important cause of global mortality increase. It was found that fifty to seventy-five percent of heart failure patients die within five years of diagnosis [4].

Therefore, it is beneficial for understanding the risk factors of heart failure, which helps people to better reduce their risk of developing heart failure. This study will use data mining and machine learning to help predict mortality of patients with heart failure. Ledley & Lusted introduced mathematical models into clinical medicine for the first time and proposed mathematical models of computer-aided diagnosis [9]. Since the 1990s, rapid advances in computing technology, in particular, machine learning methods have made the computer-aided diagnosis more available in clinical medicine, and more and more powerful predictive models have helped medical workers understand and cure diseases.

This study aims to compare the effects among various individual machine learning methods and ensemble learning methods in the prediction of heart failure, so that more appropriate classifiers can be used to predict the probability of heart failure and improve the accuracy of clinical diagnosis of heart failure.

In this study, firstly, the features that are not related to the prediction target are deleted. Then the data is normalized into the appropriate ranges of features. Next, the data is divided into training set and test set with a ratio of 7 to 3. Further, the multiple base classifiers including K-Nearest Neighbor (KNN), Logistic Regression (LR), Naive Bayes Model (NBM), Gradient Boosting Decision Tree (GBDT), Support Vector Machine (SVM), Random Forest (RF), Decision Tree (DT) and Extreme Gradient Boosting (EGB) are trained and their performances are compared. Finally, the Stacking-based ensemble learning algorithm is employed to select the competent base classifiers.
and integrate them into a final ensemble model. Accuracy, precision, AUC, Balanced accuracy and F1-score are used to evaluate the model performance.

The remainder of this study is organized as follows. Section 2 introduces the related work of data mining technology and clinical heart failure. Section 3 explores the method of data preprocessing and modeling. In Section 4, the experimental results are analyzed. Section 5 presents the conclusion of this study and the future work.

2. Related Work

With the wide application of information technology, data mining technology has been paid great attention to in various fields. In the medical field, data mining can analyze and compare the physical signs and biological data of the human body, dig out the correlation, and analyze the precursor characteristics of diseases, to achieve the purpose of prevention or timely treatment.

Data mining has made great contributions in the areas of breast cancer, diabetes, kidney disease, lung cancer, gene association and so on [10]. However, most of data mining efforts in the medical field use a single data mining model and do not consider the different priorities required for different data sets. At the same time, the accuracy, adaptability, and robustness of the models have not been taken into consideration in a comprehensive manner.

In the field of heart failure, Ahmad et al. studied the heavy correlation between various factors and the incidence of heart failure [1]. Chicco & Jurman predicted the survival rate of patients with heart failure only by serum creatinine and ejection fraction [5].

Sohrabi et al. deployed classification algorithms (i.e., DT, Artificial Neural Networks (ANN), SVM and LR), and used AUC and accuracy as evaluation indicators to reduce costs and improve the quality of treatment in the hospital system [14]. To predict high frequency risk, decision support system based on ANN has also been used. Lafta et al. trained the neural network classifier with the global weight of attribute contribution to predict heart failure risk of patients [8]. The results showed that the method could accurately predict the clinical risk of heart failure.

Poolsawad et al. claimed that despite the large size of the clinical data set, missing value filling methods did not affect the data mining performance [11]. It is critical that the data set is an accurate representation of the clinical problem. Those methods that fill in the missing values do not affect the development of classifiers and prognostic/diagnostic models significantly. Supervised learning has been shown to be more suitable for mining clinical data than unsupervised methods.

Rammal and Emam proposed that non-parametric classifiers such as decision trees give better results than parametric classifiers such as radial basis function networks (RBFNs) [12]. Rammal and Emam also explored the current analytical techniques that support prediction of heart failure, and then used the WEKA analytical tool to build an integrated data mining model based on big data technologies [12].

Hehde et al. established population-specific hematology reference intervals via data mining [6]. Shirono et al. used decision tree analysis to identify profiles associated with disease control rate (DCR) and the prognosis of patients with unresectable intrahepatic cholangiocarcinoma [13].

Augustine et al. employed LR to analyze the factors associated with high blood pressure and heart issues [3]. Animit & Berhanu explored the determinants of anemia status among pregnant women in Ethiopia with LR [2]. Hu et al. employed LR to predict the mortality risk of acute respiratory distress syndrome [7].

However, at present, there is still not a mature classification model to analyze the heart failure data, and the predictive accuracy of the model is still a topic worth studying. Therefore, the purpose of this study is to explore the effectiveness of prediction model for heart failure data and suggest relevant personnel to use data mining technology for predictive analytics.

3. Methodology

3.1. Data Understanding and Preprocessing

The dataset was originally collected by Ahmad et al. [1]. The data set including 299 patients (105 women and 194 men) with heart failure were published in July 2017, and all patients are over 40 years old. As shown in Table 1, there are 13 clinical features, which are age, anaemia, creatinine phosphokinase (CPK), diabetes, ejection fraction (EF), high blood pressure, platelets, serum creatinine, serum sodium, sex, smoking, time, and death event. Features are independent against each other, and the last feature, death event, is the classification target of the dataset, which is represented by 0 and 1. Here, 1 indicates that the patient died during follow-up period, and 0 indicates that the patient did not die during follow-up period. Follow-up period ranges from 4 to 285 days, and is 130 days in average. Age, serum sodium, and CPK are continuous variables, while EF, serum creatinine, and platelets are categorical variables. EF is divided into three levels (EF<30, 30<EF<45 and EF> 45) and platelets are also classified into three levels based on quartiles. Serum creatinine higher than normal (1.5) is an indicator of renal dysfunction. Patients are evaluated for anemia based on their blood pressure levels [1].

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age of the patient (years)</td>
</tr>
<tr>
<td>Anaemia</td>
<td>Decrease of red blood cells or hemoglobin (boolean)</td>
</tr>
<tr>
<td>Creatinine phosphokinase</td>
<td>Level of the CPK enzyme in the blood (mcg/L)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>The patient has diabetes or not (boolean)</td>
</tr>
<tr>
<td>Ejection fraction</td>
<td>Percentage of blood leaving the heart at each contraction (percentage)</td>
</tr>
<tr>
<td>Features</td>
<td>Description</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>High blood pressure</td>
<td>The patient has hypertension or not (boolean)</td>
</tr>
<tr>
<td>Platelets</td>
<td>Platelets in the blood (kiloplatelets/mL)</td>
</tr>
<tr>
<td>Serum creatinine</td>
<td>Level of serum creatinine in the blood (mg/dL)</td>
</tr>
<tr>
<td>Serum sodium</td>
<td>Level of serum sodium in the blood (mEq/L)</td>
</tr>
<tr>
<td>Sex</td>
<td>Woman or man (binary)</td>
</tr>
<tr>
<td>Smoking</td>
<td>The patient smokes or not (boolean)</td>
</tr>
<tr>
<td>Time</td>
<td>Follow-up period (days)</td>
</tr>
<tr>
<td>Death event [target]</td>
<td>The patient deceases during the follow-up period or not (boolean)</td>
</tr>
</tbody>
</table>

Because the follow-up period has no causal relationship with the death of patients with heart failure, the Time feature is removed. The objective of the study is to evaluate the rate of death within 285 days.

Rest features like age, creatinine phosphokinase, ejection fraction, platelets, serum creatinine, serum sodium are normalized by MinMaxScaler [15]. It scales the data into between 0 and 1 according to the below Equation (1).

\[
X_{\text{normalized}} = \frac{x - \min(x)}{\max(x) - \min(x)}
\]  

(1)

By making the features have the same measurement scale and unifying their statistical probability distribution between 0 and 1, the construction of machine learning models can be simplified, the efficiency of machine learning can be improved, and the prediction accuracy can be improved.

3.2. Modeling Method

In this study, data is first randomly divided into training set and test set in a 7:3 ratio, namely 70% as training data and 30% as test data.

Figure 1. Operation principle of Stacking.

Figure 2. Process of the proposed model.
As shown in Figure 1, a Stacking-based ensemble learning model is employed to analyze the data through a multi-layer learning structure. The first layer (also called learning layer) uses \( n \) different classifiers or models with different parameters to combine the predicted results into a new feature set, which is used as the input of the next layer of classifier (i.e., meta-classifier).

As shown in Figure 2, KNN, LR, NBM, GBDT, SVM, RF, DT and XGB are respectively used as base classifiers to predict the death of patients with heart failure, and then the three competent base classifiers (GBDT, RF and SVM) with the higher predictive accuracy are selected to construct the Stacking-based ensemble model, with LR used as the meta-classifier.

LR applies Maximum Likelihood Estimate (MLE) method to calculate the risk factors of disease, and predicts the probability of occurrence of disease according to the risk factors. The training set is used to train the base classifiers to fit the model better. Then the evaluation index of eight base classifiers is obtained and compared through the test set. Similarly, the evaluation indicators of the Stacking-based integration model can be obtained.

### 4. Experimental Results

In this experiment, KNN, LR, NBM, GBDT, SVM, RF, DT and XGB are used as base classifiers and trained respectively. After comparison, GBDT, RF, and SVM were found to outperform others and then selected as competent base classifiers to form the Stacking integration model, with LR used as the meta-classifier. Evaluation indicators like accuracy, precision, AUC, recall, Balanced accuracy and F1-score were used to evaluate the model performance. All classification models were implemented using Python programming language.

The confusion matrix is shown in Table 2. Calculation formulas of accuracy, precision, AUC, recall, Balanced accuracy and F1-score are shown in Equations (2) ~ (6).

**Table 2. Confusion Matrix.**

<table>
<thead>
<tr>
<th>Predicted condition</th>
<th>True condition</th>
<th>False condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive</td>
<td>True Positive (TP)</td>
<td>False Positive (FP)</td>
</tr>
<tr>
<td>negative</td>
<td>False Negative (FN)</td>
<td>True Negative (TN)</td>
</tr>
</tbody>
</table>

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (2)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (4)
\]

\[
\text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (5)
\]

\[
\text{Balanced Accuracy} = \frac{TPR + TNR}{2} \quad (6)
\]

Accuracy represents the proportion of samples which are correctly classified in the total number of samples; Precision represents the proportion of samples that are truly positive from the samples predicted positively; Recall represents the proportion of samples that are correctly predicted positively from the samples predicted positively. In practice, when Precision is high, Recall tends to be low, and vice versa. So, the harmonic average of Precision and Recall F1-score is also utilized. Accuracy sometimes does not perform better in imbalanced data sets, so Balanced accuracy is also utilized.

AUC is defined as the area under the Receiver Operating Characteristic (ROC) curve and used as the evaluation standard, because the ROC curve cannot clearly indicate which classifier has the better effect in many cases. ROC is based on a series of different dichotomies (boundary value or determination threshold), with true positive rate as the Y-axis and false positive rate as X-axis.

To verify the performance of the classifiers fairly, the different random segmentation to training and test data are conducted. Then the statistics are tabulated, and ROC curves of various classification models are obtained, as shown in Figure 3 and Table 3.

**Table 3. The detailed information about evaluation indicators of various classification models.**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>AUC</th>
<th>Recall</th>
<th>Balanced Accuracy</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.6000</td>
<td>0.5111</td>
<td>0.4551</td>
<td>0.6000</td>
<td>0.4551</td>
<td>0.5429</td>
</tr>
<tr>
<td>LG</td>
<td>0.7111</td>
<td>0.6849</td>
<td>0.5847</td>
<td>0.7111</td>
<td>0.5847</td>
<td>0.6698</td>
</tr>
<tr>
<td>NBM</td>
<td>0.7000</td>
<td>0.6667</td>
<td>0.5668</td>
<td>0.7000</td>
<td>0.5668</td>
<td>0.6527</td>
</tr>
<tr>
<td>DT</td>
<td>0.6778</td>
<td>0.6573</td>
<td>0.5899</td>
<td>0.6778</td>
<td>0.5899</td>
<td>0.6634</td>
</tr>
<tr>
<td>SVM</td>
<td>0.6889</td>
<td>0.4746</td>
<td>0.5000</td>
<td>0.6889</td>
<td>0.5000</td>
<td>0.5620</td>
</tr>
<tr>
<td>GBDT</td>
<td>0.7000</td>
<td>0.6971</td>
<td>0.6452</td>
<td>0.7000</td>
<td>0.6452</td>
<td>0.6985</td>
</tr>
<tr>
<td>RF</td>
<td>0.6778</td>
<td>0.6573</td>
<td>0.5899</td>
<td>0.6778</td>
<td>0.5899</td>
<td>0.6634</td>
</tr>
<tr>
<td>XGB</td>
<td>0.6556</td>
<td>0.6391</td>
<td>0.5737</td>
<td>0.6556</td>
<td>0.5737</td>
<td>0.6453</td>
</tr>
<tr>
<td>Stacking Classifier</td>
<td>0.7556</td>
<td>0.7450</td>
<td>0.6855</td>
<td>0.7556</td>
<td>0.6855</td>
<td>0.7465</td>
</tr>
</tbody>
</table>
Figure 3. ROC curves for diagnostic dataset.

Figure 4. Histogram of evaluation indicators of classification models.
According to Figure 4, all the evaluation indicators, show that the Stacking-based ensemble model perform better than the base classifiers, therefore, the ensemble model should be selected as the best model for predicting this data set.

5. Conclusion

At present, with the change of lifestyle, the incidence of heart failure is increasing year by year. It is urgent to study the pathogenic factors and treatment. In this study, features which are not associated with heart failure are first removed, and then the data are preprocessed into the appropriate ranges through normalization to unify their statistical probability distribution. KNN, LR, NBM, GBDT, SVM, RF, DT and XGB are used as the base classifiers, and GBDT, RF, and SVM are used to construct the Stacking-based ensemble learning model. In addition, Accuracy, precision, AUC, Balanced accuracy and F1-score are used to evaluate the model performance. Finally, it is concluded that the Stacking integrated model performs better than the base classifiers. Therefore, the results of this study provide reference for clinical judgment of heart failure and prevention of disease occurrence.

There are still some shortcomings in the methods used in this study. As this data set is small and has no missing values, and the data is relatively balanced, the prediction is relatively simple, and the preprocessing is also convenient. However, the clinical medical data in practice tend to be large and contain more missing values and outliers. The practical data can also be imbalanced. Therefore, in the processing of practical clinical data, the missing values should be paid additional attention to, and the imbalanced data should also be handled in the preprocessing stage. There will be also much more features with high dimensionality, the importance of each feature should be checked (e.g., through correlation matrix analysis), and only salient features are chosen to predict the disease. Data mining for heart failure still needs more in-depth research.
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