A Review of Road Traffic Accident Prediction Methods
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Abstract: With the continuous development of urban traffic and the acceleration of urbanization, traffic accidents have become an important issue for urban safety and social stability. In order to prevent and reduce the occurrence of traffic accidents, traffic accident prediction technology has gradually become a hot spot for research. This paper analyzes road traffic accident prediction techniques from articles included in relevant English journals and provides a detailed introduction to the road traffic accident prediction techniques that are already in existence. This paper introduces the current status of research on traffic accident prediction techniques, including traditional statistical analysis methods, machine learning methods, neural network methods, time series analysis methods and techniques based on spatio-temporal data mining, and analyses the advantages and disadvantages of each road traffic accident prediction method. These methods are able to analyze the influencing factors of traffic accidents, build prediction models, improve prediction accuracy and provide strong support for road traffic accident prevention effects for urban traffic safety. Finally, the main difficulties faced in road traffic accident prediction and the future development trend of road traffic accident prediction is discussed. The work done in this paper can provide necessary theoretical support for relevant researchers and save the time needed for literature review.
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1. Introduction

According to statistics, millions of people are killed and millions of people are injured in traffic accidents worldwide every year. Especially in developing countries, the incidence of traffic accidents is even higher. Against this background, predicting and preventing traffic accidents has become a hot topic of research. Traffic accidents are a complex problem that is influenced by many factors, such as road conditions, vehicle type, weather conditions, driver behaviour, etc [1]. Traditional traffic accident research methods usually use statistical analysis, but this method has limited prediction accuracy and lacks a comprehensive analysis of multiple factors. With the continuous development of computer technology, traditional statistical analysis methods, machine learning methods, neural network methods, time series analysis methods and techniques based on spatio-temporal data mining are widely used in the field of traffic accident prediction. This paper will introduce the current research status of traffic accident prediction techniques, including traditional statistical analysis methods, machine learning methods, time series analysis methods, and techniques based on spatio-temporal data mining. By analyzing the advantages and disadvantages of these methods, the application scenarios and development trends of traffic accident prediction techniques can be better understood.

2. Traffic Accident Prediction Methods

Road traffic accident prediction can be divided into macro prediction and micro prediction according to the scope of prediction. Macro prediction of traffic accidents refers to the overall and trend prediction of traffic accidents with a long time (more than one year) or a large spatial area, such as the prediction of regional traffic accident change trends. Microscopic traffic accident prediction refers to the prediction of traffic accidents in a short period of time or at a certain location or road section, such as the prediction of traffic accidents in each month of a year, the prediction of
accidents at intersections, the prediction of accidents on a certain road section, etc. Qualitative forecasting is the use of human experience and judgement to synthesise relevant information and make a qualitative description of the development trend and characteristics of a traffic accident when not much data is available or a short time is needed to make a forecast. Quantitative forecasting is based on historical data and statistics, using mathematical or other analytical techniques to build models that can express quantitative relationships and use them to approximate the likely future performance of the predicted object. Commonly used quantitative forecasting techniques include statistical analysis, machine learning methods, neural network methods, time series analysis and techniques based on spatio-temporal data mining.

3. Traditional Statistical Analysis Methods

The traditional statistical analysis method is one of the most commonly used methods in traffic accident prediction and focuses on predicting future traffic accidents through the analysis of historical traffic accident data. This approach is based on the assumption that the occurrence of traffic accidents in the past has some similarity to the future situation. Therefore, by analyzing historical data, future traffic accident occurrences can be predicted.

The method based on quantitative theory means that the method uses quantitative theory as its core theoretical basis [2], i.e. traffic accident data is analyzed and processed through statistical methods. In traffic accident prediction, the use of quantitative theory allows factors such as traffic flow, speed and number of lanes to be transformed into specific data indicators for better statistical analysis and predictive modeling. Quantitative theory is widely used in practical applications, not only in the field of traffic safety, but also in many other fields such as finance, environment and healthcare [3].

The main role of grey models is to use limited historical data to make predictions [4] and to improve prediction accuracy. As traffic accidents occur for a variety of reasons, grey models can integrate various factors affecting the occurrence of traffic accidents from multiple dimensions, thus predicting future trends of traffic accidents more accurately. The process of building a grey model can be divided into: data pre-processing, determining the type of model, determining the set of factors, establishing grey differential equations, parameter estimation, etc. Among them, establishing grey differential equations is to use grey differential equations to describe the relationship between the set of factors and determine the structure and form of the model. The grey differential equation is the core of the grey model and is usually in the form of a first or second order differential equation.

The paper [5] proposes a traffic accident prediction method based on a grey prediction model. The method first analyses historical traffic accident data, and then predicts future traffic accident occurrence trends by building a grey prediction model. At the same time, the researcher also considers factors affecting traffic accidents, such as weather and road conditions, and incorporates them into the model to improve prediction accuracy. The method has high feasibility and accuracy in practical application and can help traffic management departments to take timely measures to reduce the occurrence of traffic accidents.

The application of principal component analysis [6] in traffic accident prediction is mainly through dimensionality reduction processing and analysis of traffic accident data, extracting the main factors affecting the occurrence of traffic accidents and using them to construct a traffic accident incidence prediction model. Specifically, principal component analysis is the conversion of the original data into new combinations of variables that retain as much information as possible about the variance of the original data and satisfy the requirement of linear irrelevance. In traffic accident prediction, researchers can use principal component analysis to process traffic accident data to obtain some important variables (i.e. principal components) that indicate the occurrence of traffic accidents, and use these principal components as input indicators for traffic accident incidence prediction models.

4. Machine Learning Methods

Machine learning is a technique for discovering patterns and regularities between data by learning the data autonomously through computers. Machine learning-based traffic accident prediction techniques are mainly based on analyzing historical traffic data and using machine learning algorithms to build prediction models to predict the probability and impact of future traffic accidents [7]. For example, machine learning algorithms such as support vector machines, decision trees and logistic regression can be used to build traffic accident prediction models so that traffic accidents can be detected and prevented in advance.

Support vector regression (SVR) based road traffic accident prediction is a prediction model based on machine learning methods [8] that can be used to analyse a large amount of historical data to predict the number of road traffic accidents in a certain period of time in the future. Specifically, historical road traffic accident data is used as a training set and trained using the SVR model to obtain a non-linear function on the number of road traffic accidents in relation to other key parameters. This function is then applied to the prediction of future road traffic accident data to obtain more accurate predictions. The model is used to classify, segment and optimize each data point in the sample dataset, resulting in a support vector plane that is used as the basis for prediction of new data points. In predicting road traffic accidents, the SVR model learns and captures the non-linear features in the historical data set to improve prediction accuracy.

The Random Forest Regression (RFR) based road traffic
accident prediction method [9] predicts the number of road traffic accidents at a given time in the future by analyzing and mining historical traffic accident data. Specifically, the model uses a large amount of historical data as the training set, including factors such as traffic flow, vehicle speed, weather and time of day. A random forest model consisting of multiple decision trees is then constructed using the RFR algorithm. In this model, each decision tree captures the complex non-linear relationships in the historical data to better predict future traffic incidents. The RFR algorithm is a decision tree integration algorithm that randomly selects samples and features when generating a random forest to improve the accuracy and generalization of the prediction results.

5. Neural Network Methods

Neural networks are a technique for constructing complex non-linear mapping relationships by learning and training on data [10]. Neural network-based traffic accident prediction techniques are mainly based on analyzing historical traffic data [11] and using neural network algorithms to build prediction models to predict the probability and impact of future traffic accidents [12]. For example, neural network algorithms such as multilayer perceptron and recurrent neural networks can be used to build traffic accident prediction models so that traffic accidents can be detected and prevented in advance.

![Figure 1. LSTM structure.](https://example.com/lstmstructure.png)

The LSTM (Long Short Term Memory) based road traffic accident prediction method [13] constructs an LSTM neural network model by learning and training historical traffic accident data, and uses the model to predict the occurrence of future traffic accidents [14]. The internal structure of the LSTM model is shown in Figure 1. The LSTM model can better handle sequential data, avoiding the gradient disappearance or explosion problems that occur in traditional neural networks when dealing with long sequential data. The LSTM model can better handle sequential data, avoiding problems such as gradient disappearance or explosion that occur in traditional neural networks when handling long sequential data [15]. In traffic accident prediction, the time series of historical traffic accident data can be used as input data and the number of future traffic accidents as output data, and the LSTM neural network model can be used to learn and train in order to obtain a neural network model suitable for traffic accident prediction [16]. During the training process, the LSTM neural network automatically captures the trends and periodic changes in the number of traffic accidents and makes predictions based on them.

5.1. Forget Gate

The Forget Gate, as the name suggests, determines how much of the previous state I should forget based on the previous time step. For \( C_t \), it first looks at the output \( h_{t-1} \) from the previous stage and the input \( x_t \) from this stage, and then uses a sigmoid function to determine how much of \( C_t \) to forget. A sigmoid value of 1 means more importance is given to retaining \( C_{t,1} \), while a value of 0 means completely forgetting \( C_t \). The formula is as follows:

\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)
\]  

(1)

5.2. Input Gate

It first takes the output \( h_{t-1} \) from the previous stage and the input \( x_t \) from this stage, and then uses a sigmoid function to control how much to incorporate into the main storyline of \( C_t \), which is the meaning of the first formula. Then, an alternative \( \tilde{C}_t \) is created, and \( \tanh \) is used to control how much of \( \tilde{C}_t \) to include in \( C_t \). Then, by multiplying the two parts together, the overall influence on \( C_t \) is determined, along with the impact of the previous Forget Gate, which can be written as follows:

\[
i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i)
\]  

(2)

\[
\tilde{C}_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c)
\]  

(3)

\[
C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t
\]  

(4)

5.3. Output Gate

A sigmoid function is used to determine which part of \( C_t \) needs to be output, which is represented by the first formula \( o_t \). Next, we put \( C_t \) into tanh to determine the part that will be output, and then multiply it by \( o_t \) to obtain the final output.

\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o)
\]  

(5)

\[
h_t = o_t \ast \tanh(C_t)
\]  

(6)

First, a sigmoid function is used to determine which part of \( C_t \) needs to be output, which is represented by the first formula \( o_t \). Next, we put \( C_t \) into tanh to determine the part that will be output, and then multiply it by \( o_t \) to obtain the final output.

6. Time Series Approach

Time series analysis is a technique for predicting future trends in data change by analyzing and modeling time series data. Traffic accident prediction techniques based on time series analysis are mainly based on analyzing historical traffic accident data and using time series analysis algorithms to build predictive models to predict the probability and impact of future traffic accidents. For example, time series analysis algorithms such as ARIMA, ARCH and GARCH can be used...
to build traffic accident prediction models so that traffic accidents can be detected and prevented in advance. ARIMA models (differential autoregressive moving average models) can remove random fluctuations in the data while analyzing it, thus predicting future trends more accurately. In traffic accident forecasting, ARIMA models are widely used to predict future traffic accident rates [17]. Specifically, ARIMA models are applicable to single-variable time series data and can be used to predict the number and timing of future traffic accidents through the analysis and modeling of historical traffic accident data. In traffic accident forecasting, ARIMA models typically consist of three components [18]:

- Differencing: In an ARIMA model, differencing refers to the first-order or multi-order differencing of time series data to remove trends and seasonality from the data and to make the data more consistent with smoothness requirements.
- Autoregression (AR): Autoregression refers to the use of correlations in historical data to predict future values. In an ARIMA model, the autoregressive term represents the relationship between the current value and the value at the previous moment.
- Moving average (MA): Moving average is the use of the mean value in the historical data to predict future values. In an ARIMA model, the moving average term represents the relationship between the current value and the noise error at the previous moment.

It should be noted that when using the ARIMA model for forecasting, constant model validation and optimisation is required to ensure the accuracy and reliability of the forecasting results.

7. Methods Based on Spatio-Temporal Data Mining

Spatio-temporal data mining is a technique for discovering relationships and patterns between data through analysis and mining of geospatial data. Traffic accident prediction technology based on spatial data mining is mainly through the analysis of historical traffic data and geographic information data, and the use of spatial data mining algorithms to establish prediction models to predict the probability of occurrence and impact of future traffic accidents.

Spatio-temporal graph convolutional neural network (STGCN) is a deep learning model based on graph convolutional operations, suitable for modeling and prediction against spatio-temporal data. STGCN currently has some applications in traffic flow prediction, and scholars are actively exploring more applications of STGCN in the field of transportation. In the field of road traffic accident prediction, STGCN can use the temporal and spatial information in historical traffic data to capture the spatio-temporal dependencies between traffic data through graph convolution operations and map them into fixed-length feature vectors. These feature vectors can be used to train machine learning models, such as support vector machines, random forests, neural networks, etc., for road traffic accident prediction. Architecture of graph spatio-temporal network is shown in Figure 2. Compared to traditional models, STGCN has the following advantages:

- Ability to accurately capture spatio-temporal dependencies: Using graph convolution operations, STGCN is able to accurately capture the spatio-temporal dependencies between traffic data, avoiding the problem of inability to handle spatio-temporal correlations in traditional models.
- Better prediction accuracy: STGCN can extract rich feature information, effectively eliminating noise and redundant information, which can improve prediction accuracy.
- Better model interpretability: STGCN can explain the causes and patterns of traffic accidents based on the spatial structure and time series in traffic data, improving the interpretability of prediction results.

Good adaptability: STGCN is able to handle spatial data at different scales and is applicable to different road networks and traffic flows, and has good adaptability and generalization ability.

8. Conclusion

This paper has systematically reviewed and summarized the current state of research in road traffic accident prediction, introduced the development process of road traffic accident prediction methods, as well as analyzed the advantages and disadvantages of various methods and the differences between them, illustrating what specific problems these methods have solved and in which aspects they have brought improvements. The article systematically introduces the methods and theories related to road traffic accident prediction from the perspectives of time series analysis, machine learning and neural networks, while also covering the details of practical operations such as data pre-processing and feature extraction. Currently, road traffic accident data prediction is more inclined to use techniques based on spatio-temporal graph networks. In the future, spatio-temporal graph neural networks can be used for more extensive applications in road traffic accidents, exploring more spatial information as well as more accurate attributes to predict road traffic accident indicators more accurately.
which has certain guiding significance for enhancing road safety.
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