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Abstract: Nowadays and especially after the revolution and the troubles that Tunisia has witnessed, the investment phenomenon has been affected and remains inefficient. Indeed this inefficiency is due to an excessive investment behavior. However, this issue has been discussed under the influence of behavioral finance. We explore that the manager’s overconfidence can explain his behavior when it comes to business investment. The objective of this investigation is to examine the effect of managers’ personal characteristics, namely overconfidence, on the investment decision of 45 Tunisian listed companies from 2009 to 2018. We construct a proxy made up of both the remuneration of the directors and his decision-making power to measure the excess of managerial confidence and we use the Richardson model to measure the volume of investment. Our empirical results give the following conclusion: A positive and significant relationship between the manager’s overconfidence and the investment volume of listed Tunisian companies.
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1. Introduction

The questioning of the rational person hypothesis by modern financial theory and the rise of behavioral finance constitute a research debate on the irrational behavior of managers concerning their decisions in the company. Indeed, the introduction of psychology into finance remains a fruitful area. Overconfidence, which leaders display in their decision-making, is one of the most documented and widely used personal characteristics in the human behavior literature. Indeed, when managers are subject to a kind of psychological bias, their firms may be in a suboptimal state, since in this case, as managers think they are promoting the value of their firms, they actually reduce it.

Nevertheless, many empirical studies have focused on the strategic decisions of the firm, namely investment decisions, financing decisions and dividend distribution decisions, in relation to the irrational behavior of managers.

The work of Baker, Ruback and Wurgler [1] concluded that in a company, there is a negative relationship between managers ‘over confidence and their financial decisions. In this sense, the work of Hackbarth, Heaton, Malmendier et al. focused on investment and financing decisions [2-4]. For their part, Malmendier and Tate [5], examined merger and acquisition decisions. In contrast, research on dividend policy choice is scarce, ((Cordeiro, Deshmukh et al. [6] and [7]).).

The misalignment of the interests of managers and shareholders (Jensen and Meckling [8], as well as the asymmetry of information between the actors of the company and the capital market (Myers and Majluf [9]), are the main causes that can explain the distortions in the investment policy. Jensen and Meckling [8], focused on the personal benefits reaped by managers by investing in different projects. While Myers and Majluf [9] explained the investment distortions by the asymmetry of information between the capital market and the different insiders of the firm. In fact, asymmetric information and agency problem simply that the
managers of firms limit external financing to avoid a decrease in the value of the (undervalued) shares of their firms, which thus depend on the capital structure. Therefore, the more investment is increased by cash-flow, the more the distortion is reduced. With regard to the control of investment opportunities, the empirical work of Fazzari, Hubbard and Peterson [10] has shown the robustness and existence of the investment cash flow sensitivity. However, the conclusion of Hubbard and Peterson [11] and that of Kaplan and Zangales [12, 13], Fazzari, remain controversial in most of their applications to investment-cash flow sensitivity, because of the imperfection of the capital market. Several previous works such as (Kahneman and Lovallo, Shefrin, Goel and Thakor, Malmendier and Tate, Heaton, Gervais, Heaton and Odean, Hackethal [14-17, 3, 18, 2]), have argued that the overconfidence bias plays a central and important role in the investment decision. However, the managerial overconfidence bias makes firms' investment volume more sensitive to cash flow).

Conducting a comprehensive literature review on investment-related cash flow sensitivity in behavioral finance, Malmendier and Tate [19], Campbell et al. [20], Lin et al. [21], Wei Huang et al. [22], Glaser and Schmitz [23], concluded that management overconfidence bias, leads to investment-related cash flow sensitivity and that this sensitivity will be greater for constrained firms. Similarly, Malmendier and Tate [24, 25], Campbell et al. [20], Lin et al. [21] and Wei Huang et al. [22], have shown that management overconfidence bias, creates sensitivity between firm investment and internal cash flows.

More interestingly, El GaiedMoez and Zgarni Amina's [26] studies, investigating the relationship between free cash flow and managerial overconfidence, found that highly confident managers with positive free cash flow tend to overinvest significantly more than those who are highly confident but with negative free cash flow.

Let us note that if investment is a value-creating factor, as argued by (Camerer, C., & Lovallo, D. [27]), it constitutes, according to McConnell and Muscaredella, [28], a good opportunity for expansion for a company. Nevertheless, it is a long-term investment, with too high a risk, which can lead to a conflict of interest between shareholders and managers, due, in the opinion of Byrd et al. [29]a, to risk aversion and the existence of a planning perimeter between the actors of the company. Indeed, managers may not have the objective of investing, nor consider doing so, while executives have a short-term preference (i.e. the period during which they run the company), compared to directors, who have a longer vision associated with the infinite life of the company.

The empirical work of Narayanan [30], has revealed that executives prefer short-term investment projects that are likely to quickly reveal the performance of these investments and eliminate uncertainty about their own value in the labor market. Additionally, these managers typically reduce capital expenditures to increase short-term performance, thereby protecting themselves from the threat of control, usually associated with falling stock prices, (Thurow [31]). It is worth noting that managers and shareholders have quite different levels of risk aversion.

Shareholders prefer top diversified portfolios while managers do not. Because of the high uncertainty about the returns from investment projects, managers tend to avoid risky projects, which can be detrimental to their careers. This can lead to myopic investment behavior (Porter, [32]) and cause problems in the efficient allocation of the firm's resources (Jensen and Meckling, [8]).

In this paper we try to suggest an alternative explanation for the sensitivity of investment to cash flow and non-optimal investment behavior in the framework of behavioral finance. Instead, we concentrate on the personal characteristics of key decision makers, namely the managerial overconfidence within firms and its impact on the volume of investments.

The remainder of the article is organized as follows. The second section summarizes previous research on managerial overconfidence, financing decisions, and investment. Section three provides a detailed description of the sample, data sources and empirical modeling. Section four shows the findings after testing the two empirical models of our research. Section 5 presents interpretation and estimation results discussion and finally concluding remarks.

2. Literature Review and Measurement of Overconfidence

2.1. Literature Review

A large literature has suggested that individuals exhibit overconfidence in individual decision making. One well-established stylized effect is the "better than average" effect: when people compare their skills to those of their peers, they tend to overestimate their insight relative to the average (Larwood and Whittaker, Svenson, and Alicke, [33-35]).

Excessive confidence, in the form of the "above-average effect", also affects the attribution of causation. Because individuals expect their behavior to produce success, they are more likely to attribute good results to their actions. Experimental studies have shown that executives are particularly prone to display overconfidence, both in terms of an “above-average effect” and in terms of a “narrow confidence interval” (Kidd [36]). The literature proposes three main reasons for this finding. First, individuals are more confident about outcomes that they judge to be under their control (Weinstein [37]). Indeed, a CEO who has selected an investment project is likely to underestimate the probability of a bad outcome (March and Shapira, Langer [38, 39]). Second, individuals are particularly confident in outcomes to which they are highly committed (Weinstein [39]). Third, overconfidence is likely to be strongest when it is difficult to compare performance across individuals and when the reference point is abstract (Alicke et al. [40]). Based on hybrid theory, Richard [41], predict that management overconfidence can affect firm decisions. More recently, Heaton [3] proposes a simple model of corporate finance by introducing managerial optimism. He predicts that
the corporate manager’s optimism may have explanatory power for decision making, as it may lead to a sensitivity of cash flows to investment. With optimistic managers, firm investment should be interacted with firms' internal funding sources. Heaton [3] links CEO optimism to the financing decision. Optimistic managers are assumed to be less rational than traditional behavioral finance models. They believe that the projects of the companies under their control are better than they really are. In this case, managers will attribute to these projects an expected return higher than their real value. In Heaton's model [3] model, managers with an optimism bias are described as believing that stock issuance will be systematically underestimated by outside investors. Companies will use internal cash to fund their investment opportunities because the funding appears to be costless with management optimism. This will lead to a cash investment phenomenon. Malmendier and Tate [25] propose a model in which they introduce a management overconfidence bias and conclude that the sensitivity of cash flows to investment exists, and is robust, in a sample of large US firms. Indeed, these authors have shown empirically that management overconfidence increases the sensitivity of firms' investments to the availability of internal cash flows.

Such a conclusion could explain the problems of over investment and under-investment. The distortions in firms' investment policies may be influenced by managerial optimism that makes it dependent on internal cash flows. Managers will invest intensively when cash flows are abundant, facing frictions of over-investment. They will under invest when internal funds are insufficient. This leads to underinvestment behavior that is a direct consequence of managers' overconfidence in high-cost external funding sources.

Malmendier and Tate [25] empirically validated a prediction by Heaton [3] that there is a sensitivity of firms' investment policies to internal sources of finance. This relationship depends on firms' financial constraints. Using the Kaplan and Zingales (KZ) measure of financial constraints, Malmendier and Tate [25] find that CEO overconfidence increases the sensitivity of investment to cash flow, and this is especially true for more constrained firms. As a matter of fact, companies may encounter great difficulties when they wish to finance their projects with external funds. The cost of external financing will then be higher than that of other less constrained companies. For this reason, confident managers prefer internal funds. The sensitivity of firms to internal cash flows for their investments will be intense when firms are financially constrained. According to Hovakimian, A., and Hovakimian, G.[44], financial constraints concern firms with restrictive and expensive access to external capital markets, which should rely more on internal funds to finance their investment policies.

Malmendier and Tate [25] proposed a measure of management overconfidence and concluded that sensitivity to investment cash flows persists in the U.S. context. This result is robust even when the overconfidence measures are modified. All studies reviewed in this area speak to a positive relationship between investment and firm cash availability. Campbell, Johnson, Rutherford, and Stanley [43], with minor substitutions to the governance control variables, due to a data availability issue, confirmed Malmendier and Tate's finding that firms with optimistic managers have much greater sensitivity to investment cash flows in the U.S. context. In the same context and in an initial study in the United States, Lin, Hu and Chen [21], studied the impact of management confidence on firms' investment activities. Among companies listed on the Taiwan Stock Exchange, they found a positive correlation between investment and internal cash flow. On the contrary, the literature has documented a positive correlation between top management overconfidence and investment cash flow sensitivity, without any assumption on the agency cost. Indeed, Wei Huang et al [22], proposed a misalignment of managerial and shareholder interests on how agency costs may affect the relationship between top management overconfidence and investment cash flow sensitivity using data from listed companies in China between 2002 and 2005. Their work, investigates whether the sensitivity of investment cash flows differs between state-controlled and non-state-controlled companies with agency costs showing a significant difference. For Huang et al. [22], the results show that overconfidence by key managers leads to increased sensitivity of investment cash flows. However, this relationship is not significant for non-state controlled firms. This is because state-controlled firms have a significantly higher agency cost than state-controlled firms when regressing with an agency cost proxy. Additional tests show that the positive effect of management overconfidence on the sensitivity of investment cash flows holds only for firms with high agency costs. After this comprehensive analysis of investment cash flow sensitivity in behavioral finance, the empirical results of Glaser and Schmitz, Campbell et al. and Wei Huang et al. [23, 20, 22], allow us to conclude that management overconfidence bias leads to investment cash flow sensitivity and that this sensitivity will be greater for constrained firms. We can summarize the above predictions through the hypothesis that derives from the theoretical predictions of Heaton [3], and several empirical validations (Malmendier and Tate, Campbell et al., Lin et al., Wei Huang et al. [24, 25, 20, 21, 22]), which show that management overconfidence bias creates a sensitivity between firm investment and internal cash flows.

For this reason, our first hypothesis will be directed to test empirically, the validity and robustness of this prediction: the most confident CEOs will perceive that their shares are undervalued and financing an investment project with external funding sources will make it expensive. El Gaied Moez and Zgarni Amina [26], studying the relationship between free cash flow and managerial overconfidence, concluded that highly confident managers with positive free cash flow tend to overinvest much more than those who are highly confident and have negative cash flow. This result, similar to Barros and Silveira [44], shows that overconfident managers overestimate their capabilities and overemphasize their personal information and perspective. Xiao and Zhou
[45], improved on this hypothesis and showed that managerial overconfidence is not an essential part of good investment decision making. They showed that managerial overconfidence, combined with free cash flow, amplifies overinvestment spending.

H1: The investment of the overconfident manager is more sensitive to cash flow than the investment of the not overconfident manager.

2.2. Measurement of Overconfidence

The capital budgeting model, developed by Gervais et al., [46], studied the effect of managerial overconfidence on firms' investment policy. Heaton's theory [3] constitutes an empirical research center for Mlamendier and AI [47]. The latter, were the first to use the ownership status of managers in this variable to measure the degree of managerial overconfidence for their empirical tests. To test data in Taiwan, Lin et al [21], adopted a similar method. They apply the findings of the managers and the company's profit to measure the variance of the variables to measure managerial overconfidence.

In the Tunisian context, it is difficult to find alternative variables to the managerial overconfidence to study the impact of this overconfidence on the investment decision of Tunisian companies. Indeed, the index of profit estimates, important and relevant information, difficulties in finding the necessary data, media reports do not reflect reality in other words, are not adapted to the real situation in Tunisia. Thus, in order to study the irrational behavior of the manager in corporate investment, it is difficult to find a variable related to managerial overconfidence.

On this basis, we construct a proxy composed of both the manager's compensation and his decision power. The latter is measured by the inverse of the number of managers in the management team. All else being equal, the lower the number of managers, the greater the manager's decision-making power. This second component of our chosen proxy, decision power, draws its logic from the fact that it gives the manager a sense of being the most important and the primary decision maker, which may lead him or her to overestimate his or her abilities and skills. (Brown and Sarma, Doukas and Petmezas, Jenter, and Jin and Kothari, [48-51]).

Hence, our main indicator of executive dominance (Dom1) is the natural logarithm of the ratio of the CEO's total annual compensation to the firm's total assets:

\[ (Dom) = \log \frac{rémunération~total}{actif~total} \]  (1)

3. Empirical Modeling

3.1. Empirical Model Presentation

Our empirical study consists in testing the effect of the overconfidence of the managers on the decision of investment within the Tunisian firms through a panel model during the period 2009 to 2018 for 45 firms constituted by a dependent variable and a determined number of independent variables. Thus, to test the effect of managers overconfidence on the investment decision within the firm is based on the following model:

\[ I_{it} = \beta_0 + \beta_1 I_{i,t-1} + \beta_2 EC_{i,t} + \beta_3 Growth_{i,t} + \beta_4 Leverage_{i,t} + \beta_5 Cash_{i,t} + \beta_6 Age_{i,t} + \beta_7 Size_{i,t} + \beta_8 \text{Stock~Returns}_{i,t} + \epsilon_{i,t} \]  (2)

With:

1) \( i \): Indicates companies (\( i = 1,2, ..., 45 \))
2) \( t \): Index of years (\( t = 1,2, ..., 10 \))
3) \( \alpha \): Constant
4) \( \beta \): Parameters to be estimated
5) \( I_{it} \): is the total capital expenditure, measured as the sum of all capital expenditures, acquisitions and research and development less receipts from the sale of property, plant and equipment for enterprise \( i \) in year \( t \);
6) \( EC_{it} \): is the sales growth rate, an indicator of the investment opportunity for firm \( i \) in year \( t \);
7) \( Growth_{it} \): is the degree of overconfidence of managers for company \( i \) in year \( t \);
8) \( Leverage_{it} \): is the ratio of the sum of book value of short-term and long-term debt to total assets for firm \( i \) in year \( t \);
9) \( Cash_{it} \): is the level of liquidity, measured as the balance of cash and short-term investments over total assets for firm \( i \) in year \( t \);
10) \( Age_{it} \): is the age of firm \( i \) in year \( t \);
11) \( Size_{it} \): is the size of firm \( i \) in year \( t \);
12) \( \text{Stock~Returns}_{it} \): is the stock return for the year preceding the year of investment. It is measured as the change in the market value of the company compared to the previous year.
13) \( \epsilon \): Error term

Our objective from this empirical model is to estimate the impact of overconfidence of managers on the investment decision within firms according to the measures of microeconomic variables specific to Tunisian firms.

3.2. Variables Definition

1) Dependent variable: The variable that we seek to explain in our work is the ratio of total investment expenditure of the company. In the literature, there are many ways to calculate the investment ratio. Richardson [52] used a measure expressed by the investment overrun. In our work, we will use the total of all purchases and construction of the company's fixed assets, intangible assets and other long-term assets paid in cash, consisting of subsidiaries and other business units to pay in cash, capital expenditure paid in cash and with the ratio of total assets at the beginning of the year as total investment.

The total investment can be decomposed into two parts: a first part related to the investment in a new positive NPV planned expenditures and a second part related to the additional investment on capital expenditures. Finally, the firm's excess investment is expressed as the difference between the actual level of capital investment and the expected level of capital investment (Table 1).
We tried to study the variation of the investment ratio measured for the firms in our sample during the whole study period (2009-2018). The figure above shows that the investment ratio was characterized by a successive increase from 2009 until 2018. The total investment ratio increased until reaching a maximum of 33.603 during the study period, with a small decrease -0.520 during the same period 2009 - 2018 for the 45 Tunisian companies used in our study. But, the increase of this variable did not last more than a few years since this ratio of total investment resumes its level in the average of 0.930.

If we take into account the outbreak of the Tunisian revolution in 2011, the investment ratio generates a small decrease for this year, then it resumes its development one year later and until 2018. This study has shown that the total investment ratio of Tunisian companies listed on the stock exchange is no longer stable and it changes from one period to another.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Code</th>
<th>Calculation Method</th>
<th>Expected Sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>The explanatory variable</td>
<td></td>
<td>In our study, we will construct a proxy composed of both executive decision power and compensation. The latter being measured by the logarithm of total annual compensation. (Brown and Sarma, Doukas and Petmezas, Jenter, Jin and Kothari, [48, 49, 50, 51]).</td>
<td>(+)</td>
</tr>
<tr>
<td>Overconfidence</td>
<td>EC</td>
<td>Sales growth rate is an indicator of investment opportunity.</td>
<td>(-)</td>
</tr>
<tr>
<td>Growth</td>
<td>Growth</td>
<td>The balance of cash and short-term investments in relation to total assets.</td>
<td>(+)</td>
</tr>
<tr>
<td>Leverage effect</td>
<td>Leverage</td>
<td>The balance of cash and short-term investments in relation to total assets.</td>
<td>(+)</td>
</tr>
<tr>
<td>Liquidity level</td>
<td>CASH</td>
<td>Log of total assets measured at the beginning of the year.</td>
<td>(+)</td>
</tr>
<tr>
<td>Size</td>
<td>Company size</td>
<td>Log of the number of years that the company has been established.</td>
<td>(+)</td>
</tr>
<tr>
<td>Age</td>
<td>Age of the company</td>
<td>The stock returns for the year prior to the investment year. It is measured as the variation of the market value of the company compared to the previous year.</td>
<td>(+)</td>
</tr>
</tbody>
</table>

3.3. Model Specification

In order to avoid the problem of correlation between the endogenous dependent variable and the error term, several methods have been proposed:

1) Anderson and Hasio's method [53]
Anderson and Hasio propose the Generalized Moment Method [53]. They attempt to instrument this variable in first differences, $\Delta Y_{l+1}^t$, by its delays in levels, $Y_{l+2}^t$, or in differences, $\Delta Y_{l+2}^t$. Sevestre and Trognon [54] have shown that in the case where the residuals are not auto-correlated, these two instruments are strongly correlated with $Y_{l+1}^t - Y_{l+2}^t$, but are uncorrelated with $e_{l+1}^t - e_{l+1}^t$. For this reason, the estimator obtained by this method is convergent but is not efficient because it does not take into account the structure of the error term and does not exploit all the conditions on the moments.

2) Blundell and Bond's method [55]
Blundell and Bond [55] propose estimation by the Generalized Moments Method in System (GMM system). This method is based on Monte Carlo simulations. The authors have shown that the GMM system estimator is more efficient than the GMM in differences (Arellano and Bond ([56]), which exploits only the moment conditions of the first difference equation with level lagged variables as instruments.

4. Empirical Results

4.1. Descriptive Analysis

Before conducting our estimation work, we first introduce some descriptive analyses of the different measures retained in our modeling.
The results of the descriptive statistics of the different variables, presented in Table 3 revealed that the explanatory variables have very low standard deviations; however there is a weak link between them. Likewise for the dependent variables of the different research models, there is low variability, which confirms the homogeneity of these variables. First, a review of descriptive statistics reveals that Tunisian companies invest an average of 9.28% of their assets. The level of liquidity averages 8.2% of total assets. All the more so, we mention that the average short and long term debt is equal to 68.7% of total assets, its value is a weak link between them. Likewise for the dependent variables have very low standard deviations; however there is a weak link between them. Finally, this study "Determinants of the capital structure: the Tunisian case".

This is consistent with what Hergli and Teulon [57] indicate in their study "Determinants of the capital structure: the Tunisian case". The average size of the variable "Sales Growth" of Tunisian companies is 0.104, this variable has a "maximum" value of 3.552 and a "minimum" value of -1. Regarding the age of the company, which is measured by the logarithm of the number of years since the date of its creation, it is equal to 3.47 on average. From this table, we also show that the size of the firm is on average 17.21. Finally, the variation of the market value, it presents an average of 0.359. These results support the idea that the Tunisian firms, which make up our sample, create a favorable ground for testing the sensitivity between investment and the different explanatory variables of our empirical model.

For the first independent variable, the manager's overconfidence, we see that the mean the average is 0.081. In this respect, it seems that the manager has an overconfidence that can harm the rest of the company's stakeholders. Finally, the second and last independent variable also presents interesting statistics interesting statistics on the level of free cash flow. The free cash flows of Tunisian firms constitute on average 1.002% of total assets. This last result is also interesting, because the presence of FCF gives suggestions on the risk of overinvestment. The results of the descriptive statistics of the different variables presented in the tables above revealed that the endogenous variables have almost equal standard deviations. Similarly for the exogenous variables, their standard deviations are close, which tells us about the homogeneity of the realizations of these variables. In other words, this ratio differs significantly from one year to another.

4.2. Correlation Matrix

The correlation matrix allows us to study the existence (or not) of the multi-collinearity problem between the explanatory variables.

Before conducting any econometric study, it is necessary to ensure that the explanatory variables do not communicate the same information. The existence of a multi-linearity problem is explained by the high correlation between the explanatory variables. The study of the correlation matrix allows us to detect the existence or not of a multi-linearity problem. The correlation study between the variables gives an idea of the statistical link between them. It allows us to verify the hypothesis of the independence of the explanatory variables and thus to detect the problem of multi-collinearity. Obtaining strong correlation coefficients raises the problem of multi-collinearity between the values of two variables. This multi-collinearity becomes more important as the coefficients approach 1.

In our study, we notice a low correlation between the different explanatory variables (the majority of the variables have a correlation coefficient lower than 0.7), which shows the absence of the problem of multi-collinearity. Therefore we can introduce all the variables in the same model.

| Table 3. Descriptive analysis of continuous variables. |
|---------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Invest                         | Overconfid     | Liquidity level | Leverage effect | Size            | Growth         | Age            | FCF            | Stock. Ret     |
| Mean                           | 0.928          | 0.946          | 0.082           | 0.687           | 17.211         | 0.104          | 3,472          | 1,002          | 0,359          |
| Max                            | 33,603         | 46,161         | 2.45            | 78,652          | 21,582         | 3,552          | 4,624          | 553,179        | 15,817         |
| Min                            | -0.52          | -1,796         | 0               | -14,825         | 6,293          | -1             | 0              | -6,44          | -14,58         |
| St. Dev                        | 2,807          | 3,48           | 0.147           | 5,669           | 3,071          | 0.313          | 0,755          | 26,161         | 2,159          |

| Table 4. Correlation matrix.   |
|---------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Invest                         | 1.000          |                |                |                |                |                |                |                |
| EC                             | -0.0168        | 1.000          |                |                |                |                |                |                |
| Cash                           | -0.0607        | -0.0093        | 1.000          |                |                |                |                |                |
| Leverage                       | 0.0111         | 0.0071         | -0.0341        | 1.000          |                |                |                |                |
| Size                           | -0.1922        | 0.0393         | 0.1166         | -0.016         | 1.000          |                |                |                |
| Growth                         | -0.0171        | -0.029         | -0.0186        | 0.023          | 0.0445         | 1.000          |                |                |
| Age                            | 0.1366         | -0.018         | -0.1305        | -0.0451        | 0.322          | -0.1563        | 1.000          |                |
| FCF                            | -0.0054        | -0.0087        | -0.0105        | -0.0034        | 0.0562         | -0.014         | 0.0225         | 1.000          |
| Stock. Ret                     | -0.044         | 0.1563         | -0.009         | -0.0103        | 0.124          | -0.0121        | 0.1984         | -0.0054        | 1.000          |
4.3. Normality Tests

Table 5. Results of the normality tests.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Pr (skewness)</th>
<th>Pr (kurtosis)</th>
<th>Chi2 (2)</th>
<th>Prob (chi2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invest</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Overconfi</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cash</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Leverage</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Size</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Growth</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Age</td>
<td>0.0000</td>
<td>0.0000</td>
<td>66.1</td>
<td>0.0000</td>
</tr>
<tr>
<td>FCF</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Stock. Ret</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

We also find that the dependent and independent variables of the firms exhibit a positive skewness coefficient; hence the distribution of these variables has a tail elongated towards the right. Conversely, the variables have a skewness coefficient with a positive sign, which means that the distribution of the latter has a tail elongated to the right. We also note that the skewness coefficients for all the variables are almost zero.

As for the kurtosis coefficient, we notice that all distributions have a coefficient greater than 3, so they are leptokurtic (the presence of thick tails). We can accept the hypothesis of normality of some values during the period of our study that extends from 2009 until 2018, that is, there are no excessive deviations from the mean.

4.4. Stationarity Test

Before estimating our model, we need to check the variables stationarity. Indeed, the stationarity analysis is a prerequisite to avoid spurious regressions.

Table 6. Stationarity tests of Fisher and Choi [58].

<table>
<thead>
<tr>
<th>Variables</th>
<th>Fisher Test</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variables in level</td>
<td>Variables in first difference</td>
</tr>
<tr>
<td></td>
<td>No trend</td>
<td>With trend</td>
</tr>
<tr>
<td>Invest</td>
<td>176,2425***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-1,0257</td>
<td>0,1525</td>
</tr>
<tr>
<td>Excès de confiance</td>
<td>279,3090***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-2,5451***</td>
<td>0,0055</td>
</tr>
<tr>
<td>Cash</td>
<td>338,5624***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-10,2509***</td>
<td>0</td>
</tr>
<tr>
<td>Leverage</td>
<td>193,8130***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-5,2106***</td>
<td>0</td>
</tr>
<tr>
<td>Size</td>
<td>113,2147**</td>
<td>0,0495</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>0,1056</td>
<td>-0,762</td>
</tr>
<tr>
<td>Growth</td>
<td>451,3102***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-13,0820***</td>
<td>0</td>
</tr>
<tr>
<td>Age</td>
<td>3243,9288***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-54,5101***</td>
<td>0</td>
</tr>
<tr>
<td>Les retours de stock</td>
<td>363,9116***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-9,8682***</td>
<td>0</td>
</tr>
<tr>
<td>FCF</td>
<td>308,4178***</td>
<td>0</td>
</tr>
<tr>
<td>Choi Z-stat</td>
<td>-11,1092****</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: *** variables are significant at the 1% level, ** variables are significant at the 5% level
I(0): indicates that the series is stationary in level.
I(1): indicates that the series is stationary in first difference.
I(2): indicates that the series is stationary in second difference.

The table below presents the results of the panel unit root tests in levels and in first difference for each variable executed in three types: test in levels not including the trend term, test in levels including the time trend and finally test
including the first difference without and with trend.

Over the last few years, several procedures have been recommended for testing for the presence of unit roots with panel data techniques. The main difference between them concerns the assumptions about the heterogeneity of the model. This heterogeneity was first introduced via fixed effects and then via dynamic autoregressive structures.

A variable is integrated of order I(1) if this variable is non-stationary in level but stationary in first difference. A variable is integrated of order I(0) if it is stationary in level and in first difference.

The tables present the stationarity results for the different variables according to the Fisher and Choi tests [58] tests. We can see that the variables (excess confidence, cash, leverage, growth, age of the firm, stock returns and FCF) are stationary in level, the two variables "Investment" and "Size of the firm" are stationary in first difference, so we can use the standard estimation techniques because there is no risk of spurious regression.

4.5. Heteroscedasticity Test

The Breusch-Pagan statistic is obtained after the estimation of the model. It allows to test the significance of the model. If the probability of the Breusch-Pagan statistic is higher than the fixed threshold (5%), thus the absence of a heteroscedasticity problem.

The test is based on the following assumptions:
1) H0: No heteroscedasticity problem
2) H1: Presence of heteroscedasticity problem

| Table 7. Results of the Heteroscedasticity Test. |
|-----------------|-----------------|
| Test de Breusch-Pagan | Test de Breusch-Pagan |
| Modèle 1 | Modèle 2 |
| Khid-deux | 580,95 | 14,66 |
| p-value | 0 | 0,0001 |

For the two models of our sample of 45 Tunisian companies retained, it emerges that the Chi-square tests are not significant at the threshold of 5% then we can accept H1; the application of the test of homogeneity on our model shows the presence of the problem of heterogeneity (heteroscedasticity).

4.6. Autocorrelation Test

We detected autocorrelation by the Breusch Godfrey Serial Correlation LM Test. The test is based on the following assumptions:
1) H0: No autocorrelation
2) H1: Presence of autocorrelation

| Table 8. Results of the Breusch-Godfrey Serial Correlation LM Test. |
|-----------------|-----------------|
| Breusch-Godfrey Serial Correlation LM Test | Breusch-Godfrey Serial Correlation LM Test |
| Modèle 1 | Modèle 2 |
| Khid-deux | 250,169 | 262,851 |
| p-value | 0 | 0 |

The Breusch-Godfrey Serial Correlation LM Test for both models are significant at the 5% level, so we accept H1 and conclude that there is a correlation between the errors.

To conduct this empirical analysis, we begin by noting that unlike Richardson [52] and Chen et al. [59] who use the static fixed-effects panel as their estimation method, we interrogated the dynamic panel method of the GMM system, which resolves the problems of heteroskedasticity and autocorrelation.

4.7. Tests Associated with the GMM Estimator in System

Two tests are associated with the GMM estimator in system:

Sargan and Hansen over-identification test:
It tests the validity of the lagged variables as instruments.
1) H0: the instruments are valid.
2) H1: the instruments are not valid.

A. Model 1:
Chi 2 (35)=6,889572
Prob> chi 2=1,0000
H0: So the instruments are valid.

B. Model 2:
Chi 2 (5)=354,4425
Prob> chi 2=0,3656
H0: So the instruments are valid.

Autocorrelation test of Arellano and Bond [56]
It is used to test the autocorrelation between the variables and the error term.
1) H0: no first-order autocorrelation between the variables and the error term.
2) H1: absence of second order autocorrelation between the variables and the error term.

Model 1
Order | z | Prob>z |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2,1495</td>
<td>0,0316</td>
</tr>
<tr>
<td>2</td>
<td>-1,0208</td>
<td>0,3073</td>
</tr>
</tbody>
</table>

H0 is validated, no second order autocorrelation between the variables and the error term.

Model 2
Order | z | Prob>z |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-4,3536</td>
<td>0,0000</td>
</tr>
<tr>
<td>2</td>
<td>-0,68519</td>
<td>0,4932</td>
</tr>
</tbody>
</table>

H0 is validated, no second order autocorrelation between the variables and the error term.

5. Interpretation and Estimation Results Discussion

The results of the estimations are presented in the
following table:

Table 9. Estimation results summary.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>(Dependant Variable) Investment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
</tr>
<tr>
<td>Investment_{t-1}</td>
<td>0.532*** (11.86)</td>
</tr>
<tr>
<td>Overconfidence_{t}</td>
<td>0.030*** (2.31)</td>
</tr>
<tr>
<td>Leverage_{t}</td>
<td>-0.396** (-2.06)</td>
</tr>
<tr>
<td>Size_{t}</td>
<td>0.543** (2.11)</td>
</tr>
<tr>
<td>Growth_{t}</td>
<td>-0.404*** (-5.35)</td>
</tr>
<tr>
<td>Age_{t}</td>
<td>-0.305*** (-2.65)</td>
</tr>
<tr>
<td>Stock returns_{t}</td>
<td>-0.020 (-0.020)</td>
</tr>
<tr>
<td>FCF_{t-2}</td>
<td>0.031*** (3.18)</td>
</tr>
<tr>
<td>Wald khi-deux</td>
<td>251.78</td>
</tr>
<tr>
<td>Prob&gt; khi-deux</td>
<td>0.000</td>
</tr>
<tr>
<td>Test de Hansen</td>
<td>6,889,572</td>
</tr>
<tr>
<td>Prob&gt; Hansen</td>
<td>1.0000</td>
</tr>
<tr>
<td>AR (1) (Prob&gt; z)</td>
<td>0.0316</td>
</tr>
<tr>
<td>AR (2) (Prob&gt; z)</td>
<td>0.3073</td>
</tr>
<tr>
<td>Number of observations</td>
<td>450</td>
</tr>
</tbody>
</table>

Notes: ***, **, *, Variables are significant at 1%, 5% and 10% level, respectively.

To begin the empirical analysis, we first highlight that unlike Richardson [56] and Chen et al. [59], who use the static fixed effects panel as an estimation method, we used the dynamic panel method of the GMM system, which addresses the problems of heteroskedasticity and autocorrelations. In both models, we notice that the H0 hypothesis of the validity of the instruments is not rejected. Indeed, the probability of the Hansen statistic is greater than 5%, implying that the instruments are generally exogenous. In addition, the probabilities of the Arellano and Bond test of AR (2) are greater than 5%, implying that there is no second order serial autocorrelation. Regarding the overall significance of the model, it turns out that both models show a Wald test probability of 0.000 that is significantly less than 5%, which proves that both models are significant overall.

Our study period starts in 2009 and ends in 2018, a period characterized by a remarkable event which is the Tunisian revolution in 2011. In this work, we will study the effect of financial distress on firms' debt policy and how Tunisian listed firms react in a case of financial distress by manipulating their debt levels. In addition, a major event such as the revolution can have an effect on the investment policies of companies.

In this case, we can examine the individual significance of each of the explanatory variables explanatory variables. To begin with, the regression results (see table 9) allow us to deduce a positive influence of the dependent variable "Investment" on the variable "delayed investment". The regression coefficient is of the order of (0.532) with a significance level of 0.000 in model (1), in addition, in model (2), with the presence of the variable "FCF", the regression coefficient is of the order of (0.590) with a significance level of 0.000. Student's t is 11.86 for model (1) and 15.72 for model (2), thus exceeding the commonly accepted bound (1.96). This suggests that the lagged variable "investment expenditure" of the previous year positively influences the dependent variable "investment expenditure" of the current year.

As for the "EC" variable (Overconfidence), the literature suggests a positive relationship between managerial overconfidence and the investment decision of firms. This relationship seems to be confirmed by the regression analysis (see table above).

The coefficients of the "Overconfidence" variable are positive (β = 0.030) for model 1 and (β = 0.018) for model (2) and significant at the 5% level in both model 1 (p=0.021), as well as model 2 (p=0.069) with the presence of the cash flow costs, in addition, Student's t exceeds the norm (1.96) and amounts to 2.31 (Model 1) and exceeds the norm of (1.67) by 1.82 (Model 2). This indicates that "Overconfidence" is positively associated with firms' investment decision. Thus, our hypothesis that managerial overconfidence positively influences the investment decision of firms is confirmed.

These findings suggest that an overconfident manager overestimates the probability of success of investment projects by believing that he or she has all the necessary knowledge (Langer, [39]), which is called "The better than average" (Camerer and Lovallo, [27]). Within this framework, research in corporate finance, both theoretical and empirical, has focused on the behavioral biases of managers and their impact on decision making. Given our empirical results, they are fully consistent with the results of Doukas and Petmezas, Ye and Yuan, Grundy and Li, Chen and Lin, Ben Mouhamed, Fairchild & Bouri, and Wang et al., [49, 66-71], we note that highly confident managers with positive free cash flows tend to overinvest. This result, like Barros & Silveira ([44]), demonstrates that overconfident managers overestimate their capabilities and thus overemphasize their personal information or perspective. Xiao & Zhou ([45]) counter says this hypothesis and show that managerial overconfidence is not an essential ingredient for good investment decision making. Instead, they show that managerial overconfidence combined with free cash flow amplifies investment spending.

To enhance our empirical tests, we used behavioral finance and more specifically overconfidence as well as its possible
effect on the investment of free cash flows. In this regard, Kramer & Liao ([72]) and Ahmed & Duellman ([73]) argue that the overconfident manager overestimates the return on investment and therefore intends to delay the recognition of losses. This leads this manager type to view negative NPV projects as positive NPV projects, thereby increasing the risk of the investment. This acquiescence was recently validated by Hribar & Yang ([74]), who show that overconfidence leads the manager to overestimate future expectations. For instance, to test the effect of overconfidence and cash flow on the investment decision, Richardson ([52]) and Chen et al. ([75]), introduced an interaction variable between free cash flow and overconfidence. The results of this work state that investment increases with managerial overconfidence.

Based on the empirical evidence, it is consistent with the second research hypothesis that manager behavioral bias, manifested as overconfidence, can exacerbate the free cash flow investment problem. The investment decision is one of many very important decisions that managers must make and can be affected by managerial characteristics.

From the findings found by El Gaied Moez and Zgarni Amina ([26]), it should be established that the degree of overconfidence of managers is a variable that manages free cash flow investment. Consistent with Lu & Liu ([76]), it is found that overconfident managers are more likely to engage in free cash flow investment. Moreover, these results lead us back to the idea that highly confident managers with negative free cash flows may overinvest. Indeed, we note that the coefficient associated with the variable (\(FCF < 0\)) is positive and statistically significant at the 1% level. Thus, as Huang, Jiang, Liu and Zhang ([22]), it seems to be accepted that the overconfidence of the manager, shows a psychological bias, which can mislead the investment decision and consequently destroy the performance of the company. This result was confirmed by Heaton ([31]), for which overconfidence, fueled at the same time by distinguished free cash flow, led to the waste of free cash flow, which is reflected in increased capital expenditure.

The regression results found by El Gaied Moez and Zgarni Amina ([26]) stipulate the acceptance of the research hypothesis that firms with free cash flow are able to invest. Indeed, these results which coincide with those of Tangjitprom [77] and Guariglia & Yang [78], demonstrate and confirm that managers are opportunistic and empire builders, an idea initiated by Jensen [79]. This suggests that firms with positive free cash flows are more likely to engage in investment than firms with negative free cash flows.

We use a second control variable "level of liquidity" or "cash" to measure the impact of this variable on the investment decision of firms. The regression results (see table) allow us to deduce a positive influence of the level of liquidity on investment spending.

The regression coefficient is (\(\beta = 0.012\)) for model (1), so the coefficient on the Cash variable is correspondingly positive and significant (\(p=0.049<0.05\)). Student's t is 1.97, exceeding the commonly accepted bound (1.96), which suggests that the level of liquidity for firms does explain the correct investment decision of firms. Thus, the expected hypothesis of a positive relationship between the level of liquidity and the investment decision is confirmed. Consistent with the results of Richardson [52] and El Gaied Moez and Zgarni Amina [26], investment spending increases with the level of liquidity (Cash).

The variable "Leverage" influences negatively and significantly the investment expenses of Tunisian firms listed on the stock exchange. The variable short and long term debt admits an effect negatively (\(\beta = -0.396\)) significant at the 5% threshold (0.039). That is to say that the higher the debts the lower the investment expenditure is and conversely, this is consistent with the idea that indicates that the more that the company has easy recourse to debt, the more that its liquid assets are less. So as stated by Richardson [52] and El Gaied Moez and Zgarni Amina [26], capital expenditures decrease from the firm with its short and long-term debt (Leverage).

Depending on the results of our model, firm size admits a positive (\(\beta = 0.543\)) and significant effect at the 5% level (0.035) on the investment decision depending on the variable used, LACTIF is significant at the 5% level. According to these results, investment spending increases with firm size (SIZE). In line with previous work such as the work of Richardson [52] and El Gaied Moez and Zgarni Amina [26], the large size of a firm represents a guarantee for the firm, managers following this guarantee neglect the investment decision and do not stop increasing their investment levels, the larger the size, the better the investment decisions are then.

Based on these results from the dynamic panel regression, it appears that the financial variable (sales growth) "Growth" contributes significantly to the determination of capital expenditures. Expected investment spending decreases with the "Sales Growth" variable in model (1), which could lead to an improvement in the explanatory power of the model. Indeed, the estimated coefficient on the "Growth" variable (\(\beta = -0.404\)) is statistically significant at the 1% level (\(p = 0.000 < 0.01\)) in the model. As a result, similar to Richardson [52] and El Gaied Moez and Zgarni Amina [26], we find that sales growth decreases new investment spending by firms.

As per the empirical results, the age of the firm admits a negative and significant effect on investment expenditure, the age of the firm is significant at the 1% threshold (\(p = 0.008 < 0.01\)) with a negative coefficient (\(\beta = -0.305\)). According to these results, the investment expenditure in the previous year decreased with the age of the firm (Age). Consistent with previous work such as the work of Richardson [52] and El Gaied Moez and Zgarni Amina [26], the newly created firm represents a guarantee for new investments and subsequently to a good investment decision.

Ultimately, and with respect to the variable "Stock Returns" according to the empirical results exerts no influence (\(\beta = -0.020 \text{ and } p = 0.759 > 0.05\)) on the investment spending of Tunisian firms. These results diverge with the results found by Richardson [52] and El Gaied Moez and Zgarni Amina [26], which stipulate that stock returns increase firms' investment spending.
6. Conclusions and Implications

The main objective of this research is to examine the impact of overconfidence on the investment behavior of the manager in Tunisian listed companies. Thus, to test the effect of the manager's overconfidence on the investment decision, we based on a simple investment model to show that in the presence of the manager's overconfidence the sensitivity of the investment to the cash flows is stronger. Similarly, we then construct a proxy composed of both the manager's compensation and his decision power. The latter is measured by the inverse of the number of managers in the management team. All other things being equal, the lower the number of managers, the greater the manager's decision-making power. This second component of our chosen proxy, decision power, draws its logic from the fact that it gives the manager a sense of being the most important and the primary decision maker, which may lead him or her to overestimate his or her abilities and skills. Brown and Sarma, Doukas and Petmezas, Jenter, Jin and Kothari [48-51]. In addition, we regressed the interaction between cash flow and managerial overconfidence and managerial overconfidence, the measure of overconfidence after analyzing the investment on cash flows. As a result, a strong prediction between management overconfidence and investment-cash-flow sensitivity. For all measures, the majority of the coefficients is significant and expected signs.

Our finding in this scientific article is that overconfidence as a psychological characteristic of the manager is strongly present in all stages of corporate decision making, including investment. To summarize, the area of behavioral finance that was examined with the link between managerial overconfidence and investment is a small part of the overall work. Indeed, there are other unexplored areas of research available in relation to managerial overconfidence and corporate decision making, particularly in relation to dividends and capital structure.

In conclusion, the results obtained have opened our horizons for a future expansion of this work. In particular, we recommend revisiting the proxies used to understand certain variables, as the selection and measurement of these variables are often problematic. As a matter of fact, some of the basic variables underlying the theoretical financial model we are working on are either unmeasured or imperfect, such as overconfidence. In addition, it seems relevant and interesting to distinguish between state-controlled listed companies and management companies among the groups of firms in our sample. While the shareholder-manager relationship of these two types of companies is similar, this does not hide the differences in the motivation of the managers of these companies and the systems of control of their managers.
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