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Abstract: Nowadays data streams are more and more involved in the real industry. In this paper, the authors apply the data 

stream clustering to the electric power remote anomaly detection and propose a new data stream clustering algorithm based on 

density and grid (density-based data stream clustering algorithm, DBClustream). The double-frame analysis model is used in the 

proposed algorithm. In the online component, the authors optimize the initialization of the parameters for the K-means algorithm 

with a method based on density and grid and use the kernels to represent the micro clusters as the result of the online component. 

In the offline component, the time fading weight and the dynamic threshold to optimize the performance of the DENCLUE 

algorithm are proposed. To evaluate the performance of the proposed algorithm, both the evaluation of the anomaly detection and 

the evaluation of the data stream clustering are adopted. As the experiment result demonstrates, compared with the others 

algorithms, DBClustream can resolve the multi-density data stream and keep the high detection rate as well as the low false 

positive rate. 
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1. Introduction 

Because of the rapid development of the smart grid, more 

and more unmanned substations with automation equipment 

and telecommunication systems come out. And the 

requirement of the safe daily operations for the centralized 

monitoring of the substations becomes increasingly high. Any 

problem in the automated remote system might put the 

substation in danger and lead to a large accident in the power 

grid [1]. Currently, the electric remote monitoring relies on 

prior knowledge and post-hoc analysis, which is hysteretic 

and cannot satisfy the increasingly complex needs of the 

power grid. 

By monitoring and analyzing the information of the 

communication between the substations and the control center, 

the anomalies and the problems can be found as soon as 

possible, which brings great convenience for the latter 

exception handling and reduces the possible economic loss. 

However, a huge amount of the data and the unknown 

anomalies raise the high requirement to the anomaly detection 

methods. Compared with other industry fields, the data of the 

electric power remote monitor system is mainly characterized 

by the following features [2] [3]: 

1) Discrete: the data acquiring devices periodically collect 

the information of the substations and send it to the 

control center; 

2) Non-spherical distribution: the data of remote monitor 

system presents an irregular non-spherical distribution 

with a number of dense centers; 

3) Complexity: the complexity of anomaly detection is 

proportional to the number of substations and the length 

of the time to analyze. 

Therefore, electric power remote monitor anomaly 

detection is very difficult. 

In this paper, a density-based data stream clustering 

algorithm (DBClustream) is proposed. It adopts CluStream 

clustering framework, which has two components. In the 

online component, DBClustream uses the density-based 

improved K-means to form the micro-clusters, and uses the 

density-based method to optimize the initialization of the 

parameters. In the offline component, DBClustream applies 
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the improved DENCLUE algorithm with fading window 

model to the core points of the micro-clusters. With the 

windows model and the dynamic threshold, the proposed 

algorithm has the abilities to analyze the multi density data 

stream with the non-spherical distribution. 

The paper is organized as follows. In section 2, the related 

work is briefly discussed. In section 3, the basic conceptions 

and definitions are presented. In section 4, the proposed 

algorithm is explained in details. The experimental results of 

the proposed algorithm are shown in the section 5. In the end, 

the section 6 is the conclusion of the paper with some 

directions of future works. 

2. Related Works 

In the recent twenty years, anomaly detection has become a 

hot topic in many industries, such as network security and 

production process. And the reliable testing standards and the 

viable methods are summed up. Among the viable methods, 

clustering algorithm is one of the most popular algorithms that 

have received attention in many fields. The typical clustering 

algorithms can be divided into the following categories: 

partitioning method, hierarchy method, density-based method, 

grid-based method and model-based method. 

K-means clustering algorithm is the most frequently used 

partitioning algorithm. All the points in the dataset are 

assigned to k groups with k cluster centers. DBSCAN 

(Density-Based Spatial Clustering of Application with Noise) 

algorithm and DENCLUE (DENsity-based CLUstEring) 

algorithm represent two main directions of density-based 

method. The basic idea of DBSCAN is that for the point in a 

cluster, the points counted in its neighbor can’t be less than a 

minimum of user setting. [4] As the improved DBSCAN 

algorithm, IDBSCAN [5] cuts down the execution time and 

LD-BSCA [6] reduces the number of the input parameters. 

And the basic idea of DENCLUE is to model the overall point 

density analytically as the sum of influence functions of the 

data points. CLIQUE (CLustering In QUEst) algorithm is a 

combination of the density-based method and the grid-based 

method. The basic idea of CLIQUE is to distinguish the sparse 

area from the crowded area in the data space and to form the 

clusters with the crowded area. 

During the research on the data stream, Aggarwal proposed 

CluStream clustering algorithm, which is a double-frame 

analysis model and includes online and offline stream 

processing.
 
[7] The online part uses K-means algorithm to 

form a number of micro clusters and the offline part uses the 

improved K-means algorithm to realize the macro clustering 

and cluster evolution. The double-frame analysis model is 

adopted in the later data stream algorithm research.  

Among existing data stream clustering algorithms, 

Den-Stream [8], DDenStream [9], D-Stream [10] and 

MR-Stream are algorithms based on density based clustering. 

All of them can detect arbitrary shape clusters as well as 

handling noise. However, the quality of these algorithms is 

decreased in multi-density data where different regions have 

various densities [11].
 
All the algorithms focus either on the 

quality of the clustering or the anomaly detection and barely 

consider both. 

3. Basic Conceptions 

Definition 1: Data point weight: The initial weight of the 

data point is 1. And the weight of the data point x in the time 

nt  is defined based on the weight in the time
0t : 

n 0 n 0w(x, t ) w(x, t ) f (t t )= × −           (1) 

The function f is the fading function. 

Definition 2: Time fading function: The weight of data 

points or micro clusters is decreased exponentially over time 

via the time fading function as follows: 

n 0( t t )

n 0 threshold

n 0

n 0 threshold

2 ,0 t (t t )
f (t t ) ( 0)

0, t (t t )

−λ − < < + − = λ > 
> +  

  (2) 

Definition 3: Grid weight: For a grid at the time 
nt  , the 

grid 
ig  weight is defined as the sum of the weight of the data 

points that are in the grid: 

i
i n nx g

w(g , t ) w(x, t )
∈

=∑            (3) 

Definition 4: Dense grid: At the time 
nt , when the grids 

are sorted by the grid weight, the grids that are in the top 

one-tenth are dense grids. 

Definition 5: Kernel weight: For a kernel at the time
nt  , the 

weight of the kernel 
ik  is defined as the sum of the weight of 

the data points in the cluster 
ic hat the kernel represents: 

i
i n nx C

w(k , t ) w(x, t )
∈

=∑           (4) 

4. Density-Based Data Stream Clustering 

Algorithm 

DBClustream has an online component and an offline 

component. In the online component, DBClustream uses the 

improved K-means algorithm to get the micro-clusters. The 

initial cluster centers are chosen based on grid and density, 

making the algorithm more stable and more accurate. In the 

offline component, the micro-clusters are represented by their 

core points. DBClustream generates the final clusters with the 

improved DENCLUE algorithm. 

4.1. Online Phase of DBClustream 

Table 1. Notations Used In Online Phase. 

n The total number of data points 

m The total number of grids 

md The total number of dense grids 

k The total number of initial cluster centers 

l The number of selected features 

ε The threshold on the change of the cluster centers 
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In this section, we discuss how to use the density-based 

improved K-means to form the micro-clusters. The used 

symbols are listed in Table 1. 

As the definitions, the relations of parameters are as 

follows: 

dm m /10=                  (5) 

dk m=                   (6) 

As the result of the online phase, the micro-clusters should 

be able to minimize the computational complexity of the 

offline phase under the basic premise that the diversity of the 

data points is retained. So we set the value of k as follows: 

n
k 4 l

10
≈ × ×                 (7) 

With (5) and (6), we can get the initial value of the 

parameter m. 

The improved K-means algorithm has two steps. In the first 

step, the data points are mapped into m grids. We take the core 

points of the 
dm  dense grids as the k initial cluster centers. In 

the second step, with the k initial cluster centers, the K-means 

algorithm is adopted to get the micro-clusters. The pseudo 

code of the density-based improved K-means algorithm is 

shown in Table 2. 

Table 2. Pseudo Code of Improved K-means Algorithm. 

Improved K-means( DS, ε ) 

1: Input: data stream 

2: Output: micro clusters MCs 

3: Calculate the number of the micro clusters k with (7) 

4: The initial kernels of the micro clusters is K[] 

5: K[] = GetInitial Kernels (DS, k) 
6: Do 

7: d 0=△  

8: while not end of stream do 

9: Read data point x from Data Stream 

10: Calculate the distance from x to all the points in K[] 

11: [ ]MCs K[i] MCs K i x∪（ ）= （ ）  (K[i] is the nearest kernel from x) 

12: end while 

13: for micro cluster mc in MCs do 

14: Calculate the new kernel of mc 

15: d+ =△  distance between new and old kernel of mc 

16: Replace the old kernel with the new one 

17: end for 

18: Until d < ε△  

19: return MCs  

GetInitial Kernels (DS, k) 

20: 
Get the maximum and the minimum value for each selected features 
in the data space 

21: Divide the data space uniformly into m grids 

22: Map the data points into the grids 

23: Sort the grids by the number of their data points 

24: Get the dense grids and their center points 

25: return the center points of the dense grids 

4.2. Offline Phase of DBClustream 

In the offline phase, the improved DENCLUE algorithm on 

the micro-clusters is applied to get the final result. DENCLUE 

algorithm is mainly based on the following ideas: 

1. the density influence of each data point to the other 

points in its neighborhood is descripted by a 

mathematical function; 

2. the global density of the data space can be modeled as 

the sum of the influence of all data points; 

3. the final clusters are obtained by determining the local 

maximum of the global density of the data space. 

In the improved DENCLUE algorithm, the following three 

changes are proposed: 

1. the weight of the kernel is considered in the density 

influence of the kernel; 

2. as none of the kernel is noise point, there is no threshold 

to eliminate the noise point;  

3. a dynamic threshold is applied to merge two adjacent 

density attractors. 

The pseudo code of the improved DENCLUE algorithm is 

shown in Table 3. 

Definition 7: Kernel density function: At the time 
nt  , the 

density function of the kernel
ix  is modeled by the Gaussian 

influence function and related to the weight of the cluster c 

that the kernel 
ix  represents. 

2
i

2

(x x )

2h
i n nd(x, x , t ) w(c, t )*e

−
−

=            (8) 

Definition 8: Global density function: At the time 
nt  , the 

global density function is defined as the sum of the kernels 

density functions. Given k kernels described by the vectors 

1 kD {x ,...x }= , the global density function is as follows: 

N

n i n

i 1

d(x, t ) d(x, x , t )
=

=∑              (9) 

Definition 9: Density attractor: A density attractor is 

defined as the local maximum of the global density function. 

Definition 10: Dynamic threshold: The dynamic threshold 

is the minimum density for two adjacent density attractors to 

merge. If we use a global threshold in the data space, the low 

density clusters cannot be revealed in the high density ones. 

The dynamic threshold is defined as follows: 

1 2min(d(x , t),d(x , t))ξ = θ×          (10) 

where θ is the dynamic parameter between 1 and 0; 
1x  and

2x  are two adjacent density attractors. 

Definition 11: Density reachable: If the minimum point 

between two adjacent density attractors is bigger than the 

dynamic threshold, the two adjacent density attractors are 

density-reachable and we need to merge the two clusters that 

the two density attractors represent. 
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Table 3. Pseudo Code of Improved DENCLUE Algorithm. 

ImprovedDENCLUE (WKs, θ , ε ) 

1: Input: Weighted Kernels WKs 
2: Output: Clusters C 

3: Initialize the set of attractor points A as an empty set 

4: For data point x  in WKs do 

5: *x  FindAttractor (x,  WKs, )= ε  

6: { }*A  A  x= ∪  

7: Add the data point x  to the set of points ( )*R x  attracted to *x  

8: end for 

9: 
Find all the maximal subsets of attractor points C ⊆ A，such that any 

pair of attractors in C is density-reachable from each other 

10: for c in C do 

11: for *x  in c do ( )C  C R x *= ∪  end for 

12: end for 

13: return C 

 FindAttractor(x, WKs, ε ) 

14: tt  0; x  x= =  

15: Do 

16: 
Get ( )d tB x , r  as the set of all points in WKs that lie within a 

l-dimensional ball of radius r centered at 
tx  

17: i d t

i d t

t i n ix B (x ,r)

t 1

t i nx B (x ,r)

d(x , x , t )x
x

d(x , x , t )

∈
+

∈

=
∑
∑

; t t 1= +  

18: until 
t t 1x x −− < ε  

19: return 
tx  

5. Experimental Results 

In this paper, the experiment is conducted on a PC with Intel 

Core Dou i7 2 GHz Processors and 16 GB DDR RAM running 

Windows 7 operating system. And the DBClustream algorithm 

is implemented in Matlab. We choose KDD CUP 99 dataset to 

evaluate the performance of DBClustream. The KDD CUP 99 

dataset consists of TCP connection records from nine weeks of 

LAN net-work traffic by MIT. To assess the clustering quality, 

we use the most widely used parameter, the cluster purity, 

which is defined as the average percentage of the dominant 

class label in each cluster. At the same time, we also adopt the 

detection rate and the false positive rate to assess the 

performance of the anomaly detection. 

 

Figure 1. Comparison of Cluster purity for KDD99 dataset, stream speed = 

1000. 

We use the cluster purity to compare the clustering quality 

of DBClustream and MuDiStream. Figure.1 and Figure.2 

show the comparison results of the cluster purity. It can be 

seen that DBClustream has a very good clustering quality, and 

is more stable and better than MuDiStream. 

 

Figure 2. Comparison of Cluster purity for KDD99 dataset, stream speed = 

2000. 

Table 4. Comparison of detection performance for KDD99 dataset. 

 Detection rate (%) False positive rate (%) 

CURE[12] 81.09~85.10 3.47~5.49 

Aprior[13] 87.2~87.5 8.1~17.4 

DENCLUE 83.2~89.7 5.3~10 

DBClustream 85.0~90.2 2.1~4.7 

To assess the anomaly detection performance of 

DBClustream, we compare the detection rate and the false 

positive rate of DBClustream with other detection algorithms. 

From Table 4, we can see that compared with the other 

algorithms, DBClustream keeps the high detection rate and 

the low false positive rate at the same time. In the electric 

power remote monitor system, the low false positive rate is as 

important as the high detection rate, both of which can cut the 

unnecessary cost for the smart grid. 

6. Conclusions 

Considering the feature of the electric power remote 

monitor system, a density-based data stream clustering 

algorithm (DBClustream) is described for the electric power 

remote monitor anomaly detection in this paper. The 

double-frame analysis model is used in DBClustream 

algorithm. In order to manage multi density data stream, the 

improved initialization of the parameters of K-means 

algorithm with a density-based method, the time fading 

weight and the dynamic threshold methods are applied in 

DBClustream algorithm. The experimental results show that 

the proposed algorithm is more effective on the high detection 

rate and the low false positive rate than other well-known 

algorithm. In future, we are going to apply proposed algorithm 

to the real electric power remote monitor system and improve 

the performance in effectiveness and efficiency. 
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