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Abstract: The output cycle and quantity of academic achievements of researchers can promote academic exchanges and 

integration to a certain extent. Therefore, it is particularly important to design a journal recommendation model for scientific 

researchers that is fast and relatively suitable for producing scientific research results. Based on this, focusing on the information 

knowledge of papers and the characteristics of journal topics, combined with deep learning technology, this paper proposes a 

journal-oriented recommendation model based on L-BERT (LDA-BERT), which realizes the purpose of recommending journals 

for scholars. Firstly, topic extraction is performed on papers in a specific journal, and the number of topic words is determined by 

perplexity. Secondly, the vectorized representation of the topic words is carried out by using the BERT model, and the fixed 

representation value is obtained through the mean value idea. Finally, Euclidean distance is used to determine the similarity 

between papers and journals. In order to verify the effect of L-BERT model, it is compared with Word2Vec model on the real data 

set. The results show that the recommended results of L-BERT model are improved by 17%, 10% and 13% respectively in 

Precision, Recall, and F1-Score, which fully shows that this research has a certain application value, and the research results can 

help researchers shorten the cycle of looking for journals. 
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1. Introduction 

In recent years, with the further development of the Internet, 

the speed of information and data generation and 

dissemination has become faster and faster. The data available 

to people has become more and more diverse in fields, more 

and more complex in form, and more and more grand in scale, 

people are entering the “Era of Big Data” [1, 2]. The 

continuous development of Big Data promotes the innovation 

and progress of science and technology, prompting scientific 

researchers in all walks of life to continuously generate 

massive amounts of data when exploring knowledge, and the 

academic field has ushered in the research direction of 

“Academic Big Data”. Academic Big Data covers a wealth of 

academic research information, including academic journals, 

dissertations, patents and other academic-related data. Similar 

to the characteristics of Big Data, Academic Big Data also has 

the characteristics of Volume, Variety, Value, Veracity, and 

Velocity [3]. 

The development of Academic Big Data not only helps 

scholars better grasp academic information and promotes 

academic efficiency, but also brings challenges that traditional 

statistical analysis data methods cannot meet the functional 

processing of academic big data such as storage and analysis. In 

this context, many publications related to different professional 

fields have emerged, For example, The core journals of computer 

include “Computer Application Research”, “Computer 

Engineering”, etc. The core journals of normal education include 

“People's Education”, “Comparative Education Research”, etc. 

When researchers face a large number of journal publishing 

institutions, if they submit scientific achievements to 

inappropriate publishing institutions, it is very likely that the 
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paper will be rejected, which is not conducive to the publication 

of scholars' achievements and reduces their scientific research 

work. effectiveness. Therefore, how to effectively recommend 

the publication site to scholars has become a key issue. To deal 

with these problems, Wang et al. extracted features from the 

paper data through information gain technology, and combined 

with the content-based recommendation algorithm, proposed a 

journal recommendation algorithm. Wang introduced topic 

distribution technology, combined with the publication time of 

the paper, and recommended for scholars the relevant topics with 

time factor to belong to the paper publishing institution. Yang et 

al. by analyzing the style of scholars' submitted papers, a 

recommendation model based on collaborative filtering strategy 

is proposed. However, most of the studies are based on traditional 

recommendation algorithms, and there are still gaps and 

deficiencies in the research on journal recommendation which 

combined with topic models in specific fields [4-6]. 

Based on this, by the Scrapy distributed crawler tool, this 

paper first obtains computer-related academic data from CNKI, 

that including 36 journals in the past ten years 

(2010/1/1-2020/12/31). Secondly, based on the word 

segmentation technology and the LDA (Latent Dirichlet 

Allocation) topic model, the experimental data is clustered by 

topic, and the “journal-keywords” data model is constructed 

combined with the perplexity. Third, use the BERT 

(Bidirectional Encoder Representations from Transformer) 

model to perform word embedding processing on the processed 

keywords, so that all of them are converted into vector form. 

Finally, the similarity between the input item and each 

recommended journal is measured by the Euclidean distance 

value, and based on this, the corresponding journals are 

recommended for scholars. At the same time, the experimental 

results were analyzed with Precision, Recall, and F1-Score as 

the evaluation indicators of the recommended effect. 

2. Related Theory 

2.1. LDA Model 

LDA is a generative topic model for unsupervised learning 

[7]. It is considered that each word in an article is generated 

through the process of “the article selects a certain topic 

through a certain probability, and the topic selects a certain 

vocabulary through a certain probability”, “document-topic” 

and “topic-word” are subject to polynomial probability 

distribution. It is also considered a three-layer Bayesian 

probability model [8], it contains a three-layer structure of 

document-topic-word, and its topology is shown in Figure 1: 

 

Figure 1. LDA three-layer topology. 

In large-scale data texts, the application of the LDA model 

is helpful for the mining of potential topic information in the 

text, which can find the focus of a specific text dataset, and 

better perform text modeling. 

The LDA model is shown in Figure 2: 

 

Figure 2. LDA model. 

From the LDA model principle, it can be deduced that the 

joint probability distribution of topic and word in the 

generation process can be expressed as the following formula: 

p�W|di�=∑ p�W�Zi,j�p(Zi,j|di)
K
K=1            (1) 

The meanings of the LDA model and related joint 

probability mathematical symbols are shown in Table 1: 

Table 1. LDA Model and Joint Probability Mathematical Notation. 

Notation Meaning 

φ topic correspondence vocabulary multinomial distribution 

θ multinomial distribution of documents corresponding to topics 

K total number of topics 

d� document i 

�
,� the topic of the j-th word in document i 

N documentation set 

W generate vocabulary 

M all vocabulary contained in this document 

Α 
prior parameters for the probability distribution of 

document-topic 

β prior parameters for the probability distribution of topic-word 

The document generation process of the LDA model is 

described in Table 2: 

Table 2. LDA document generation process. 

Document Generation Step s for LDA Topic Models 

Step 1 Based on Dirichlet distribution α and sampling algorithm, obtain topic distribution �
 in document i,	�
~������. 
Step 2 For word j in document i, identify a potential topic �
,� from �
 for it,	�
,�~������
�. 
Step 3 

Based on the Dirichlet distribution β and the sampling algorithm, the lexical polynomial distribution ���,  corresponding to topic �
,� is 

obtained,	���, ~����!�, k ∈ $1, K'. 
Step 4 Consider topic �
,� in Step 2 and multi-nomial distribution ���,  in Step 3, extract a topic word (
,�. 
Step 5 Iteratively execute Step 2, Step 3, and Step 4 until all vocabulary extraction is completed. 
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2.2. BERT Model 

BERT (Bidirectional Encoder Representations from 

Transformers) [9] is a pre-trained language model released by 

Google in 2018. It runs based on the Encoder mechanism of 

Transformer [10], considering the context of the term, the 

corpus is trained in both directions. When the corpus is 

sufficient, the word vector obtained by training has strong 

representation and fit, which improves the problem of semantic 

aggregation in the word embedding training of Word2Vec [11]. 

It effectively solves the problem of difficulty in distinguishing 

word meanings in traditional training models. 

2.2.1. The Overall Architecture of the BERT Model 

The BERT structure consists of Input Layer, Encoder 

Layer, and Output Layer, as follows: 

 

Figure 3. The model architecture of BERT. 

E1, E2,..., Em are input items, the intermediate encoding 

layer is composed of multiple Transformer-based Encoder 

structures stacked, T1, T2,..., Tm are the output items of the 

model. 

2.2.2. Input to the BERT Model 

The BERT model processes the corpus data in units of 

token, the input vector of the model is the result vector after 

the summation of three vectors: Token Embedding, Segment 

Embedding, and Position Embedding. Take “All right? Yes” 

as an example, as follows: 

 

Figure 4. BERT model input Item. 

Token Embedding is the word embedding vector. Position 

Embedding is the position vector of the word. Segment 

Embedding is the sentence vector. The words in the previous 

sentence are represented by EA, and the words in the latter 

sentence are represented by EB. The symbol [CLS] is 

embedded before the first character of the input sentence, 

representing the start of a sentence. The symbol [SEP] is 

used to separate the two input sentences so that the BERT 

model can classify and predict the sentences. 

2.2.3. Transformer Encoder 

The core component of the BERT model is the 

Transformer's Encoder [12], each Encoder is composed of a 

Self-Attention mechanism and a Feed Forward neural 

network. The architecture of Encoder is shown in Figure 5: 

 

Figure 5. The architecture of Encoder. 

Assume that the two result vectors obtained by the 

summation method are X1 and X2, respectively. After 

inputting it into the Encoder, the input vector is processed by 

the Self-Attention layer to obtain the vectors Y1 and Y2. The 

processing process is as follows: 

(1) First, in order to effectively use the context information 

in the calculation process, the matrices Q, K, V are 

obtained by linearly transforming X, and the 

transformation formula is as follows: 

Q * XW-                   (2) 

K * XW.                   (3) 

V * XW0                   (4) 

W-, W. , 	W0 are the randomly initialized matrix. 

(2) Secondly, score the contribution of other words to the 

current word by performing dot product of Q and K
T
, 

softmax normalize the dot product result after dividing it 

by the value of a constant 1dk, Multiply the normalized 

value as a weight with the initial matrix V to obtain a 

new word vector matrix, the computational 

mathematical expression of Self-Attention is as follows: 

Attention�Q,K,V�=Softmax(
QKT

1dk
)V     (5) 

1dk is the square root of the value that first dimension of 

the initialization matrix, QKT 1dk2  is to make the attention 

matrix have a standard normal distribution. 

(3) Finally, BERT introduces a Multi-head Attention 

mechanism, assuming that the number of heads is n, n 

times of Self-Attention calculations will be performed 

to obtain n times new word vector matrices, all 

matrices will be spliced horizontally to form a new 

matrix G, and then a matrix WO that can be multiplied 

by G will be randomly initialized, G*WO gets the 

vector matrix Y of the vectors Y1 and Y2. 
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(4) After getting the vector matrix Y, Norm&Normalize 

[13] it with the original vector matrix X, get two new 

vectors Z1 and Z2, pass it to the Feed Forward neural 

network, and the Feed Forward neural network will use 

the final vector obtained as the input vector of the next 

Encoder after residual connection and normalization. 

2.3. Similarity Index 

The method of the recommendation system [14] is usually 

to map the experimental text data into the vector space 

through model training, to obtain the vector representation of 

the corresponding words. The similarity between the vector 

and other text vectors is measured according to the size of the 

calculated value of the similarity index. The larger the 

similarity value, the more similar they are. Commonly used 

similarity calculation indicators are Euclidean distance and 

cosine similarity. 

(1) Euclidean distance 

Euclidean distance [15] is based on the absolute distance 

between points in the space as an index to measure the 

degree of similarity, and its numerical value is directly 

related to the coordinate position of the point in the space. It 

is usually used to measure the similarity of a single 

individual integrated in multiple dimensions. The 

mathematical expression for calculating the Euclidean 

distance between d1 and d2 is as follows: 

Euclidean�d1,d2�=3∑ (xi-yi
)
2

n
i=1         (6) 

Among them, n represents the dimension of individual x 

and individual y. 

(2) Cosine similarity 

Cosine similarity [16] is one of the methods used to 

measure the degree of similarity between documents in the 

process of text data processing. It is based on the idea of 

cosine calculation in mathematical operations. Assuming 

that word frequency is used as the vector dimension value, 

the mathematical expression for calculating the cosine 

similarity value between document d1 and document d2 is as 

follows: 

Cosine�d1,d2�= ∑ (Xi×Yi)
n
i=1

3∑ (Xi)
2n

i=1 ×∑ (Yi)
2n

i=1

        (7) 

Among them, n represents the total number of different 

words after word segmentation, X�  represents the word 

frequency of the i-th word in the document d1, and Y� 
represents the word frequency of the i-th word in the 

document d2. 

3. Experimental Basis and Dataset 

3.1. Experimental Basis 

When conducting researches related to recommendation 

systems, the support of computer software and hardware is 

often required. The configuration of the experimental 

operating environment in this paper is shown in Table 3: 

Table 3. Environment for journal recommendation experiment. 

Experimental environment configuration 

CPU: Intel second generation Core i7 

System Type: 64 bit operating system, Memory: 8G 

Operating System: Microsoft windows10 professional 

Development Environment: Python+Pycharm2020 Professional Edition 

Database: MySQL+Navicat for MySQL Enterprise Edition 

Crawler Tool: Scrapy distributed crawler system 

3.2. Experimental Dataset 

The raw data of the experiment in this paper is the 

computer related academic data obtained from CNKI based 

on the Scrapy distributed crawler tool. The data acquisition 

process is shown in Figure 6: 

 

Figure 6. Data acquisition process. 

First, determine the target website to collect data, this 

paper uses CNKI as the data source to obtain the website. 

Secondly, after entering the website, obtain the cookie 

information of the current web page, and use it as the 

cookie value for all web page operations. Again, make a 

POST request to the current web page, the information 

class is set to TP3, and the time is set to 

2010/1/1-2020/12/31. Then, according to the jumped web 

page information, based on the Xpath technology, the data 

value contained in the current page and the web page link 

of the next page are analyzed, and the web page 

information is mined circularly until the ideal scale dataset 
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is obtained. Finally, the acquired data is stored in a 

one-to-one correspondence between fields and database 

tables to prepare for subsequent experiments. 

In order to achieve the effect of journal recommendation 

more accurately, the 36 types of journals with the largest 

number of papers will be intercepted from the obtained 

dataset as the research objects. Limit the experimental dataset 

to: Data records of 21,700 papers published in 36 journals 

with computer-related fields within 10 years (2010/1/1- 

2020/12/ 31) obtained from CNKI. 

 

Figure 7. Part of the experimental dataset. 

Figure 7 is the storage status of some of the obtained dataset 

in the database. 

4. Experimental and Result Analysis 

4.1. Determination of Topic Categories 

In the LDA model, the determination of the number of 

potential topics K needs to be set manually. The value of K 

directly affects the training effect. The selection of the 

appropriate value of K has become an important exploration 

problem. In general, use Perplexity [17] as a determinant 

indicator of the K value. It can judge the quality of the 

model results according to the number of topics in the LDA 

model within a set range. The lower the perplexity, the more 

obvious the clustering, and the better the training effect of 

the model. In order to obtain the appropriate number of 

potential topics, uses the principle of perplexity to 

determine the number of topics in the journal. To prevent 

the occurrence of one topic, the value of the number of 

topics in the calculation of perplexity is set between 2 and 

30. Topic keywords are set to 5. The calculation formula of 

perplexity is shown in (8): 

Perplexity=exp 5-∑ log(p(wd))
N
d=1

∑ Td
N
d=1

6            (8) 

N represents the total number of journal document sets, 

Td represents the number of words in the d-th paper, and 

p(wd) refers to the probability of each word appearing in 

document d. The mathematical expression of p(wd) is 

shown in (9): 

p�wd�=∑ p(w|z)p(z|d)z              (9) 

z is the topic, d is the document, and w is the vocabulary. 

Based on the experimental dataset, the “topic-perplexity” 

distribution of the topic number between [2, 30] and the 

keyword information of the corresponding topic were 

obtained for 36 journals respectively. Taking two journals of 

Computer Engineering and Design and Computer Science as 

examples, the distribution of “topic-perplexity” and 

“topic-keywords” is shown in Figure 8 and Figure 9: 

  

Figure 8. Distribution map of Computer Engineering and Design. 
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Figure 9. Distribution map of Computer Science. 

The “topic-perplexity” of 36 kinds of journals was 

calculated one by one, and the statistics were carried out in the 

form of initial letter combination of journal names (CE means 

Computer Engineering, CEdu means Computer Education. CS 

means Computer Simulation, CSci means Computer Science), 

the number of papers in each type of journal and the 

distribution of the number of topics with the least confusion 

are shown in the figure below: 

 

Figure 10. Distribution of journal papers and topics. 

4.2. Journal Recommendation Based on L-BERT Model 

In order to improve the accuracy of journal 

recommendation, combined with the attributes of paper 

portrait and journal portrait, data models such as 

“Journal-Papers”, “Journal-keywords” and “Topic- keywords” 

are constructed. In the process of model establishment, aiming 

at the problems of data diversity, high dimension and sparsity 

of data relations, a new recommendation model which 

integrating LDA topic model and BERT training language 

model is proposed. It is called LDA-BERT model, abbreviated 

as L-BERT model. The implementation Step s of L-BERT 

model are shown in Table 4: 

Table 4. L-BERT model implementation Step s. 

Model: L-BERT 

Step 1 Jieba word segmentation for the input content 

Step 2 According to the user-defined library, the word segmentation results are processed to stop words, and then the processing results are stored in the document 

Step 3 The LDA model models the results in Step 2 

Step 4 The modeling result is combined with perplexity index to determine the value of topic K, the “Journal-Keywords” data model is obtained 

Step 5 Perform word embedding processing on the “Journal-Keywords” data model through the BERT model 

Step 6 Store the keywords’ vector and represent the journal vector as the average sum of all keyword vectors in the journal 

 

Journal recommendation is a process of data combination 

and model operation. First, obtain the experimental dataset 

and take the data preprocessing. Secondly, based on the 

processed data, the fields for constructing the journal portrait 

are summarized by considering the journal name, journal 

coverage information and other attributes. Thirdly, according 
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to the processing results, the dataset is segmented, perplexed, 

and divided into topics. Then, the results are processed by 

L-BERT model to embed related words to construct journal 

portraits. Finally, after the input information is also processed 

by the L-BERT model, the Euclidean distance is solved with 

the journal vector, calculate the similarity between them and 

make recommendations based on this. 

After processing the experimental data by the L-BERT 

model, each journal contains 5K keywords, suppose the 

keywords of journal i are i1, i2,..., i5k, then the vector 

corresponding to each keyword is i1889, i2889, … , i5K88889. The technical 

roadmap for journal recommendation based on the L-BERT 

model is as follows: 

 

Figure 11. Journal recommendation technology roadmap. 

Journal recommendation is divided into two modules: 

Multi-dimensional information recommendation and 

Keyword-based recommendation. Multi-dimensional 

information recommendation refers to three input fields, they 

are the title, abstract and keywords of the paper to be 

recommended (the multi-keywords are separated by spaces). 

Keyword-based recommendation can be subdivided into two 

types: One is recommendation for the similarity between 

multi-keywords and journals, the other is recommendation 

for the similarity between multi-keywords and all keywords 

that in journals. Among them, the journal vector is 

represented by the average value of all keywords vectors in 

the journal, that is ∑ id/5K5K
j=1 . 

(1) Recommendation for the similarity between multi- 

keywords and journals. Firstly, the input keywords are 

transformed into input vectors by using L-BERT model, 

and if there are multi-keywords, find the vector 

average of multi-keywords as the input vector. Second, 

find the Euclidean distance between the input vector 

and the journal vector. Finally, the corresponding 

journals are displayed as the recommended results in 

descending order of similarity. Taking “complex 

network” and “social computing” as input keywords as 

examples, the results of journal recommendation are 

shown in Figure 12: 

 

Figure 12. Recommendation result 01. 

It can be found that according to the input “complex network” and “social computing”, the system recommends 
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the top 12 journals with the highest similarity ranking, and 

gives the similarity values respectively. 

(2) Recommendation for the similarity between 

multi-keywords and all keywords in journals. Firstly, 

the input keyword is processed by L-BERT model to 

obtain the vector in8889 . When the input is multiple 

keywords, the input vector is represented by its average 

vector. Secondly, the Euclidean distance between in8889 

and all keyword vectors i1889, i2889, … , i5K88889  in journal are 

calculated in turn. Finally, the average value is used as 

the input to calculate the similarity value with the 

current journal, and the recommended results are 

arranged in ascending order of the similarity value. 

Taking the “Neural Network” and “Machine Learning” as 

examples, the journal recommendation results are shown in 

Figure 13: 

 

Figure 13. Recommendation result 02. 

It can be found that according to the input “neural network” 

and “machine learning”, the system recommends the top 12 

journals with the highest similarity ranking, and gives the 

similarity values respectively. 

Multi-dimensional information recommendation. In the 

recommendation experiment, Multi-dimensional information 

refers to the title, keyword and abstract information of the paper. 

Firstly, the input content is processed by word segmentation. 

Secondly, the words are trained into corresponding word vectors 

by BERT model, and the average value of multiple word vectors 

is taken as the representative vector of input items. Finally, the 

Euclidean distance between the representative vector	∑ i>/@.ABC5K and all the vectors contained in the journals processed by 

L-BERT model is evaluated one by one, and the calculation 

results are sorted in ascending order, which is used as the basis 

for scholars to recommend journals. 

Taking a paper entitled “Research and Application of 

Keyword Promotion and Advertising in Online Trading 

Platform” published on Microcomputer Applications as an 

example, the recommended results based on L-BERT model 

are shown in the following figure: 

 

Figure 14. Recommendation result 03. 

According to the input information, the system 

recommends journals based on the similarity between paper 

and journal, and the similarity values are given respectively. 

It is found that the first recommended journal is 

Microcomputer Applications. 

4.3. Comparative Experimental 

In the experiment, Word2Vec and BERT are 

respectively used as the training model for vector 

conversion of experimental data, and at the same time, the 

“topic-keyword” matrix after LDA training is introduced. 

All topics contained in the journal and their keywords are 

trained with the above two language models to obtain the 

corresponding vectors, and the Euclidean distance is 

calculated with the vectors obtained after processing the 

input content, so as to recommend the journals that can be 
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submitted. And the recommendation efficiency is 

measured by comparing the results of evaluation index 

values in different situations. Here, the model trained by 

LDA and Word2Vec is called LDA-Word2Vec model 

(L-Word2Vec model for short). 

Taking “complex network” and “social computing” as the 

input keywords, the recommendation process and result after 

the L-Word2Vec model training is shown in Figure 15: 

 

Figure 15. Recommendation result 04. 

According to the input keywords of “complex network” 

and “social computing”, the system recommends the top 12 

journals with high similarity based on L-Word2Vec model. It 

can be found that compared with the recommendation results 

trained by L-BERT model, the Euclidean distance of the 

latter is closer in the same journal, indicating that the effect 

of L-BERT model is better than L-Word2Vec model. 

Taking “Neural network” and “Machine learning” as 

examples, the journal recommendation results are shown in 

Figure 16: 

 

Figure 16. Recommendation result 05. 

Figure 16 shows that when comparing keywords with all 

keywords in the journal and then recommending according to 

the similarity, the same content is input, and the 

recommendation results are quite different after training by 

L-BERT model and L-Word2Vec model. For journal 

recommendation of the same content, the Euclidean distance 

of the former is less than that of the latter. It can be seen that 

the training effect of L-BERT model is better than the 

L-Word2Vec model. 

Taking a paper entitled “Research and Application of 

Keyword Promotion and Advertising in Online Trading 

Platform” published on Microcomputer Applications as an 

example, the recommended results based on L-Word2Vec 

model are shown in the following figure: 

 

Figure 17. Recommendation result 06. 
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Figure 17 shows that the system recommends journals according to the input multi-dimensional information. In the figure, 

the first journal recommended is the Software Guide. Therefore, compared with the recommendation results after L-BERT 

model training, the multi-dimensional information recommendation results after L-Word2Vec training are poor in similarity. 

 

Figure 18. Recommendation result 07. 

Taking the paper entitled “Wind power prediction based 

on artificial neural network” which is not in the database as 

an example, the recommendation results after 

multi-dimensional information processing by L-BERT model 

are shown in Figure 18. It is found that the best journal 

recommendation result for this paper is Application Research 

of Computers, and the Euclidean distance is 9.4871. At the 

same time, the study found that there are a large number of 

paper data records covering the topics of “artificial neural 

network” and “wind power prediction” in the computer 

application research journal, indicating that the 

recommended results are in line with the expected results. 

4.4. Experimental Evaluation Criteria 

There is a problem of recommendation efficiency in the 

recommendation system. The Precision [18], Recall [19] 

and F1-value [20] commonly used to evaluate the 

recommendation efficiency. In this paper, the Perplexity is 

used to select the number of topics in the LDA model in the 

journal recommendation model, the Precision, Recall and 

F1-value are used as the evaluation indicators 

recommended by journals to measure the efficiency of the 

L-BERT model. 

(1) Precision. Precision refers to the proportion of true 

positive samples in terms of recommended samples. 

For the prediction results of journal data, it refers to the 

ratio of the number of correct journals to the total 

number of recommended journals in the recommended 

results. The mathematical formula is as follows: 

Precision=
TP

TP+FP
               (10) 

(2) Recall. Recall refers to the proportion of true positive 

samples that are correctly predicted among the positive 

samples. That is, there are two possible situations, one 

is to predict the original positive sample as a positive 

class (TP), and the other is to predict the original 

positive sample as a negative class (FN). In the 

application of journal recommendation, it refers to the 

ratio of the number of correct journals in the 

recommended results to the total correct results. The 

mathematical formula is as follows: 

Recall=
TP

TP+FN
               (11) 

F1-Score. Implementing the recommendation function 

often needs to expand the scope of the recommendation set to 

ensure the improvement of the hit rate. At this time, the 

Recall indicator increases and the Precision indicator 

decreases. The two indicators will contradict each other and 

restrict each other. Therefore, it is necessary to 

comprehensively consider the two indicators for calculation. 

F-Score is used, which is the weighted harmonic mean of 

precision and recall, and its mathematical expression is as 

follows: 

F=(γ2+1)×
P×R

γ2(P+R)
                (12) 

The γ  is the weight factor. When γ =1, Recall and 

Precision are considered equally important, that is, F1-value. 

The mathematical expression is as follows: 

F1=2
P×R

P+R
                 (13) 

4.5. Analysis of Experimental Results 

In order to comprehensively analyze the recommendation 

effect of the experimental data in the L-BERT model and 

the L-Word2Vec model, In this paper, it is agreed that 

journals with Euclidean distance less than 10 are 

recommended as positive samples. For example, when the 

input keyword is “artificial intelligence”, the 

recommendation method of comparing the similarity with 

the journal vector is adopted, and the recommendation 

results are shown in Table 5: 
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Table 5. Recommended journals and European distance values. 

Recommended journals and European Distance values 

L-Word2Vec L-BERT 

Journal European Distance Journal European Distance 

Journal of Chinese Information Processing 8.9460 Electronic Technology and Software Engineering 7.9308 

Modern Computer 8.9562 Computer Education 7.9899 

Intelligent Computer and Applications 8.9712 Intelligent Computer and Applications 8.0069 

Computer Technology and Development 8.9913 Software Guide 8.0365 

Chinese Journal of Image and Graphics 9.0016 Modern Computer 8.1668 

Computer Science 9.1243 Computer and Modernization 8.3125 

Computer Systems Applications 9.4086 Computer Simulation 8.5136 

... ... Electronic Design Engineering 9.2648 

Computer and Modernization 9.8911 Computer Engineering 9.6237 

Computer Simulation 10.0376 ... ... 

Software Guide 10.1173 Computer Technology and Development 9.8246 

Journal of Chinese Computer Systems 10.1765 China Computer Communication 10.1379 

... ... ... ... 

 

The Euclidean distance less than 10 is defined as a positive 

sample, the number of positive samples in the L-Word2Vec 

model is 13, and the number of positive samples in the 

L-BERT model is 14. At this time, set the number of top 

journals recommended for users to 12. It can be found that 

the Precision, Recall and F1-value of the recommended 

results are shown in Table 6: 

Table 6. Measurement indicators and values of recommended results. 

Model Precision Recall F1-value 

L-Word2Vec 75% 69% 72% 

L-BERT 92% 79% 85% 

From the results in Table 6, it can be found that when the 

input keyword content is “artificial intelligence”, the 

Precision, Recall and F1-value of the recommendation results 

trained by L-BERT model are 17%, 10% and 13% higher 

than those trained by L-Word2Vec model. It shows that in 

the journal recommendation based on scientific research data, 

the training effect of the L-BERT model proposed in this 

paper is better than the traditional L-Word2Vec model. 

5. Conclusion 

This paper proposes a journal recommendation method 

based on the L-BERT model, and uses 36 types of 

computer-related journals with a total of 21,700 paper 

records as the experimental dataset to conduct journal 

recommendation experiments. 

By comparing the recommended results after training the 

experimental data on the L-BERT model and the benchmark 

model L-Word2Vec, it found that the Precision, Recall and 

F1-value of the data trained by L-BERT model are increased 

by 17%, 10% and 13%, respectively. It shows that the 

recommendation effect of this model is better than the 

benchmark model on the basis of experimental data. 

However, the experimental data in this paper only contains 

data records of 36 types of journals related to computers in 

the past ten years, and the dataset used are limited in breadth 

and quantity. In the following work, subsequent scholars can 

expand the experimental data set, expand the scope of data 

collection from a single computer field to multiple 

professional fields, and integrate larger-scale data for 

experimental analysis. And they can add other comparative 

models based on the benchmark model in this paper to 

explore more experimental possibilities. 
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