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Abstract: Automatic literature classification via machine learning has witnessed increasing attention in various research 

circles, especially computing community because of the availability of large body of research articles in diverse fields. Existing 

works have largely drawn features from segments of articles such as abstracts, contents and their metadata with little or no 

attention for references. This paper posited that correlating article and reference features would enhance the performance of 

machine learning algorithms. Therefore, we exploited the correlation of TFIDF of articles and references using association rule 

and cosine similarity-based correlation methods for classification of computing literatures. We focused on Adekunle Ajasin 

University Research Repository. Based on the ACM’s and Denning’s taxonomies, the research articles in the database were 

labelled by experienced computing professionals. Logistic Regression, Support Vector Machine and Multilayer Perceptron 

Neural Network with N-Gram features were explored as classifiers. For ACM’s taxonomy, the highest accuracy and F1-score 

of 0.56 and 0.41, respectively were obtained for association rule-based correlation; 0.62 and 0.51, respectively for 

similarity-based correlation; and 0.59 and 0.46, respectively for the existing article-based classification. For Denning’s 

taxonomy, the highest accuracy and F1-score of 0.41 and 0.40, respectively were obtained for association rule-based 

correlation; 0.41 and 0.36, respectively for similarity-based correlation; and 0.38 and 0.37, respectively for the existing 

article-based classification. These results show that both methods of correlation have better prospect than the popular 

abstract-based classification method in automatic classification of computing literatures. 
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1. Introduction 

As manufacturing, construction and engineering industries 

are adopting artificial intelligence for automation, it is also 

increasingly being explored in publishing and editing [1]. 

Artificial intelligence components like machine learning have 

been severally used for abstracting, classification, author 

identification, text recommendation, translation, editing and 

bibliometric studies [2]. In fact, many of the works in natural 

language processing and computational linguistics are now 

focused on these areas. 

Literatures in the context of this work refer to published 

works in books, book chapters, journals, conference 

proceedings, encyclopedia, reports, patents, monographs and 

theses. They usually consist of title of work, preface, body of 

work (articles), references or bibliography and other 

information. The earlier library series classification systems 

depend largely on manual bibliometric methods, which are 

impractical in this era of digitalization [2]. Across various 

disciplines, automatic literature classification is required 

because of the large volume of research articles in various 

publication databases and increased demand for innovativeness 

in the aftermath of COVID-19. The automatic classification of 

literature has been extensively studied in [3-7]. 

Supervised machine learning techniques [1, 8-10] and deep 

learning algorithms [11, 12] have yielded good performance 

in the automatic literature classification. However, much is 

still required in the aspect of identification and engineering of 

features to improve the classification algorithms’ performance. 
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In previous works, article features such as abstracts based on 

text summarization and topic models [9], keywords [10] and 

their meta-data [1] have been explored. We posit in this work 

that expanding the article features with reference features 

through correlation would improve the feature distribution 

and classifier performance. 

Specifically, this work focuses on an intranet-supported 

research repository of publications of scholars within the 

Adekunle Ajasin University Library. The database serves as a 

hub for accessing published works of members of the 

University community and measuring scholars’ progress with 

respect to research investments. Therefore, this work is part of 

an effort to improve the query process in the database system. 

As a first task, we narrow the work to Computing literatures 

because of the comparative advantage of the discipline over 

others, availability of standard classification systems and 

benchmarking purpose. 

The main contribution of this paper is the combination of 

article and reference features with the aid of two correlation 

models for improved Computing literature classification. The 

first relies on similarity-based method, while the other is based 

on association rules. 

2. Related Works 

Since none of the existing works has combined article and 

reference features for classification of research publications 

which is the focus of this paper, this section focuses on the 

review of articles-based classification models. 

In order to automatically classify Caenorhabditis Elegans 

biological literatures, Support Vector Machine was used as 

classifier and phrase-based clustering algorithm was used to 

create cluster label for each class in [8]. Abstract features, 

topic distribution and topic words were extracted through 

Latent Dirichlet Allocation to classify scientific publication 

and the results showed that abstract features outperformed 

other models [9]. Keywords, authors, co-authorship, 

publishing journals parameters and meta-data were employed 

as features to classify 1.5 million research articles [1]. The 

proposed model outperformed the previous AdaBoost and 

Support Vector Machine algorithms. Keywords N-grams 

showed good performance having been explored to classify 

research articles in Microsoft Academic Research dataset [10]. 

In Chowdhury and Schoen [13], Support Vector Machines, 

Naïve Bayes, K-Nearest Neighbor, and Decision Tree 

classifiers were evaluated for classification of published 

articles into Science, Social science and Business categories. 

Based on Bag-of-Words and TFIDF, the results showed that 

every other algorithm apart from Decision Tree performed 

well in terms of accuracy, Precision, Recall and F1-score. 

The use of abstracts has been shown to be reliable in 

classification of large repository of CiteSeerX’s scientific 

literatures in [11]. The authors applied attention deep 

learning model and the results showed that word-level 

embeddings weighted by term frequency inverse document 

frequency outperformed character and sentence-level 

embedding models. Also, GloVe showed better performance 

than Bag-of-Words and Word2Vec in automatically labelling 

of Computer Science and Computer Engineering literature 

dataset [12]. 

3. Classification Model and Evaluation 

This section presents the classification model and 

highlights the experiment carried out to evaluate the model. 

The architecture of the classification model is illustrated in 

Figure 1. The architecture consists of a research repository 

containing articles and references. With the aid of correlation 

models, including similarity- and association rules-based 

correlation models, the reference features are correlated with 

the article features. A Neural Networks algorithm is 

recommended for classifying the features. 

 

Figure 1. Architecture of the Classification Model. 
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3.1. Article and Reference Correlation 

In the correlation process, the word features are 

transformed to term frequency inverse document frequency 

(TFIDF). The TFIDF vector for a given term t in a document 

(article), D is given as: 

����� = 	 ∑ �	
,�
∈� × log � �
���

�      (1) 

Where 

�	
,� is total number of occurrence of a term t in position i 

in document D; ��
 is the number of documents containing a 

term t in position i; and N is the total number of documents in 

the corpus. 

3.1.1. Association Rule-Based Correlation 

Given set of articles, Di = {a1,…, aN}, set of references, Dj= 

{r1,…, rM} and set of classes, C = {c1,…, cK). The Dj vector is 

added to the Di vector space if the following association rules 

hold: 

�(����)
� ≥ 0.5              (2) 

and 

�(����)
"(��) ≥ 0.5              (3) 

3.1.2. Similarity-Based Correlation 

Given set of articles, A = {a1,…, aN}, set of references, R= 

{r1,…, rM} and set of classes, C = {c1,…, cK). The Dj TFIDF is 

added to the Di vector space if: 

Sim ≥ 0.5                (4) 

The Cosine Similarity (Sim) is estimated as the cosine of 

the angle between the article Di and reference Dj vectors. 

Sim= 
��∙�$

‖��‖&�$&               (5) 

3.2. Model Evaluation 

This involves Data Collection, Data Preprocessing, Feature 

Extraction, Machine Learning Classification and Performance 

Evaluation. 

3.2.1. Data Collection 

The data used for the evaluation of the models are collected 

from Adekunle Ajasin Research Repository, an 

intranet-supported database containing articles of scholars in 

various disciplines in the University. An assessment of the 

publications shows that 175 articles with 3,346 references are 

associated with the Department of Computer Science’s 

scholars. By annotation involving five experienced computing 

professionals trained in the act of bibliometric classification, 

the articles are labelled according to the ACM and Denning 

[14] Computing Classification Systems. With selection 

criteria based on Fleiss Kappa Inter-Rater Agreement Scores 

and minimum number of instances per class of 6, 112 articles 

and 2,213 references are used in ACM, while 95 articles and 

1,875 references are used in Denning. The Inter-Rater 

Agreement Scores for ACM and Denning are 0.86 and 0.75, 

respectively. The labels of the ACM data fall within 

Artificial Intelligence (AI), Information Systems (IS), 

Software Engineering (SE), Programming Languages (PL), 

Computer Communication Networks (CCN) and Operating 

System (OS). The Denning’s labels fall within 

Organizational Informatics (OI), Database and Information 

Retrieval System (DIR), Software Engineering (SE), 

Architecture (AC) and Artificial Intelligence (AI). 

3.2.2. Data Pre-Processing 

In order to clean the datasets, unwanted terms such as 

punctuations, numbers, symbols, and English stop words are 

removed. We also perform stemming using NLTK [15] and 

change the uppercase words to lower case. 

3.2.3. Feature Extraction 

In this paper, the N-grams (terms) are engineered by 

weighting Word N-gram over TFIDF. 

D = N-gram (t) x TFIDF (t)       (6) 

Specifically, unigram, bigram and trigram features are 

combined. 

3.2.4. Machine Learning Classification 

Each of the two article datasets is divided into two samples 

[training sample= 70%; testing sample = 30%]. With the 

training sample, a training model is built using grid-search 

hyper-parameter optimization over 10-fold cross validation 

and tested with the testing sample. The training samples are 

added to the corresponding reference data from the correlation 

models. The process of testing with the previous testing 

sample is also carried out on association rules-based, 

similarity-based correlation data for both ACM’s and 

Denning’s Computing Classification Systems. 

In evaluating the models, Logistic Regression (LogReg), 

Support Vector Machine (SVM) and Simple Neural Networks 

known as Multilayer Perceptron (MLP) are used for the 

classification and evaluated with sets of parameters as 

presented in Table 1 to obtained optimal performance. The 

classification models are implemented with Scikit-Learn 

Python library [16]. 

Table 1. Parameters and Values of the Machine Learning Models. 

ModeL Parameters Values 

LogReg 

C log(-4), log(4), log(20) 

Penalty L1, L2 

Solver Liblinear 

SVM 

Kernel Linear 

C 0.001, 0.01, 0.1, 1, 10, 100 

Parameters Values 

MLP 
Batch Size 32, 64, 128 

Epoch 10, 50, 100 

3.2.5. Performance Evaluation 

Accuracy and Macro-averaging F1-score (F1-score) are 
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used to evaluate the performance of the models in line with 

existing works. Both Precision and Recall are not used since 

they are captured in F1-score. The formulas for accuracy and 

F1-score are presented in Eq. 7-10. 

accuracy = 
'()'�

'()*()'�)*�            (7) 

F1-score = 
+,	(-./0112	,	34./
5
6"2)

(-./0112)34./
5
6"2)         (8) 

Given that: 

Precision = 
∑ 78

789:8
;
�<=

1               (9) 

Recall = 
∑ 78

789:>
;
�<=

1               (10) 

Where TP is true positive; TN is true negative; FP is false 

positive; FN is false negative; and K is the number of classes. 

4. Results 

In Table 2, the test results of the prediction for ACM’s 

Computing Classification System is presented. The results 

show that the highest accuracy of 0.62 and F1-score of 0.51 

are recorded by similarity-based correlation model with MLP 

follow by article-based model with MLP. The Association 

rule-based model performance is worst. In each model, MLP 

performs better than LogReg, while SVM is worst. The best 

results are highlighted in bold. 

Table 2. Prediction Performance in ACM’s Computing Classification System. 

Model Classifier Accuracy F1-score 

Article-based 

LogReg 0.32 0.13 

SVM 0.29 0.08 

MLP 0.59 0.46 

Association Rule-based 

Correlation 

LogReg 0.50 0.36 

SVM 0.29 0.08 

MLP 0.56 0.41 

Similarity-based 

Correlation 

LogReg 0.44 0.28 

SVM 0.29 0.08 

MLP 0.62 0.51 

Figure 2 presents a chart for the comparison of the best 

results for every model based on the ACM’s Computing 

Classification System. The chart indicates that 

Similarity-based correlation model records the highest 

performance in terms of accuracy and F1-score, followed by 

Article-based model. The performance of Association 

rule-based correlation is worst. 

 

Figure 2. Comparison of the state-of-the-art Performances for ACM’s Computing Classification System. 

Table 3. Prediction Performance in Denning’s Computing Classification 

System. 

Model Classifier Accuracy F1-score 

Article-based 

LogReg 0.34 0.21 

SVM 0.24 0.06 

MLP 0.38 0.37 

Association 

Rule-based 

Correlation 

LogReg 0.41 0.36 

SVM 0.24 0.06 

MLP 0.41 0.40 

Model Classifier Accuracy F1-score 

Similarity-based 

Correlation 

LogReg 0.41 0.36 

SVM 0.24 0.06 

MLP 0.41 0.35 

In Table 3, the test results of the prediction for Denning’s 

Computing Classification System is presented. The results 

show that the highest accuracy of 0.41 and F1-score of 0.40 

are recorded by association rule-based correlation model with 

MLP follow by similarity-based model with MLP. The 
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article-based model performance is worst. In each model, 

MLP performs better than LogReg, while SVM is worst. 

Figure 3 presents a chart for the comparison of the best 

results for every model based on the Denning’s Computing 

Classification System. The chart indicates that Association 

rule-based correlation model records the highest performance 

in terms of accuracy, followed by Similarity-based correlation 

model and lastly, Article-based model. In terms of F1-score, 

Association rule-based correlation model records the highest 

performance, followed by Article-based model and lastly, 

Similarity-based correlation model. 

 

Figure 3. Comparison of the state-of-the-art Performances for Denning’s Computing Classification System. 

The implication of these results in Table 2 and Table 3 is 

that similarity-based correlation method has higher prospect 

in automatic classification of Computing literatures than 

association rule-based correlation method. However, 

association rule-based correlation method outperforms the 

previous article-based method in the Denning’s Classification 

System. The best results are highlighted in bold. 

The results also show that the proposed methods based on 

N-gram are better than previous works [9, 10]. 

5. Conclusion 

This paper has focused on improving article-based 

automatic classification of Computing literatures in Adekunle 

Ajasin University research repository. The work formulated 

two models, namely association rule-based correlation and 

similarity-based correlation for selecting references to merge 

with articles features. Based on ACM and Denning (1997) 

Computing Classification Systems, two datasets were created 

from the research repository. Machine learning classifiers 

with Word N-gram features were employed to automatically 

classify the datasets. The results showed that similarity-based 

correlation model was better than association rules-based 

correlation. The results also showed that both models have 

better prospects compared to the popular article-based model. 

Specifically, neural networks recorded better performance 

than other machine learning algorithms evaluated. 

In order to improve the performance of the proposed 

models, the entire articles in Adekunle Ajasin University 

Research Repository would be explored in our future works 

and this will increase the size of the datasets and the scope of 

the research. Also, the performance of contextual embeddings 

and deep learning classifiers would be explored. 
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