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Abstract: Artificial Intelligence (AI) is a technology that models human intelligence. It allows computer programs to learn 

from experience through iterative processing and algorithmic training. AI systems is getting smarter with each successful 

round of data processing; because each interaction gives the system a chance to test and measure solutions and get better at the 

job, and it has designed to do such miracle. Today, AI become so useful and pertinent that, in aspect of life it is must, as they 

get smarter and smarter. However, AI has been a hot topic in the recent time, and many debates and conversations have 

centered on, and also raise the question is how it might affect the job market. Major and general people worry that, AI will 

cause a lot of people to lose their jobs; while some technology lover people think that, it will lead to create lots of new and 

interesting jobs. AI's rise has been both exciting and discouraging, and many experts think that, it will have a big impact on the 

workplace and all aspect of life in near future. However, most of the people are realizing that, AI has the ability to make jobs 

more creative, lucrative and flexible, which will lead to a more inventive and skilled economy. Again, the technologies of 

today are starting to take away more jobs than they make, and unfortunately this trend will continue. Nowadays, there have 

been many ideas for how to solve this problem, and they all have to do with schooling. But, there isn't enough work for 

everyone in the world, so the whole school system needs to be changed, to reorganize and to be more purposeful. It is an 

analytical study in which the researcher tried to evaluate the extensive use of AI in all aspect of life and the consequence as 

well as future challenges waiting for globe. 
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1. Introduction 

AI is the simulation of human intelligence by machines, 

especially by computers, to do tasks that usually require 

human intelligence, like seeing, hearing, making decisions, 

and translating between languages. Sire by Apple, Alexa by 

Amazon, Google Maps, and ChatGPT by OpenAI are all 

examples of AI that people use every day [1]. Since this can 

be done quickly; far quicker than a human could. Today, 

people are realized, AI-controlled self-driving cars [2] are the 

sign of fact that, the future is getting closer. The concept of a 

driverless car is no longer the stuff of science fiction. Recent 

1717studies say that by 2040, there will be about 33 million 

cars that can drive themselves. On the other hand, AI in 

healthcare is become popular term for the use of ML 

algorithms and software, or AI, to imitate human cognition in 

the analysis, evaluation, calculation, presentation, and 

understanding of complex physical, medical, mental, and 

healthcare data, or to go beyond human capabilities by giving 

new ways to diagnose, choose drugs, treat, or prevent disease 

[3]. AI has the ability of computer programs to draw close 

conclusions based only on the data they are given. AI can 

examine connections between various types of clinical data 

and final patient outcome [4]. AI now affects almost every 

part of our lives, from choosing what books, goods, 

electronic household items, or flights to buy online to 

deciding if our job applications are accepted, if we get a bank 

loan, and even what care we get for cancer or other diseases. 

A lot of big tech companies, like Amazon, Facebook, and 

Microsoft, have opened new study labs for AI. It's not much 

of a stretch to say that software now means AI [5]. Peter 

Norvig, Google's director of research and a pioneer of ML 
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said, ‘AI has shown that it can do a lot of useful things, like 

label photos, understand spoken and written natural 

language, and help find diseases. For example, today, 

12Google Maps' usefulness to travelers is mostly due to AI. 

It has allowed us to create detailed road maps in a fraction of 

the time it took just five years ago, and to distribute these 

maps to every part of the globe. We may also rely on AI-

powered apps to keep us safe and comfortable while we ride 

bikes, stroll, or take public transportation. Many in the 

financial sector see a bright future for AI, particularly in the 

banking sector. In the financial industry, it is the beginning of 

use AI technologies like, machine learning (ML), algorithmic 

trading (AT), adaptive intelligence, chatbots (CBs), and 

automation [6]. 

AI is revolutionizing modern life, but some experts are 

concerned that it will one day take over the world or threaten 

human jobs. Millions of people have expressed concern 

about prospective job losses after the launch of OpenAI's 

chatbot ChatGPT. However, one of the three 'Godfathers of 

AI' has recently downplayed fears that AI will take over the 

globe or result in irreversible job losses. According to the 

BBC, Professor YannLeCun, Meta's chief scientist, called 

experts' fears of AI being a threat to humanity 

‘preposterously ridiculous.’ Mr. LeCun believes that 

computers will eventually become cleverer than humans; 

however, this could take years. His response to all of the 

concerns is that if somebody believes that AI is dangerous, 

they should just not construct it. LeCun's remarks contradict 

those of other AI 'Godfathers' such as Geoffrey Hinton and 

YoshuaBengio, who have termed AI a threat to humanity. 

According to Mr. LeCun, the entire concept of AI taking over 

the globe is a ‘projection of human nature on machines.’ In 

fact, he went on to say that ‘keeping AI research ‘under lock 

and key’ would be a ‘huge mistake [7].’ According to the 

Meta scientist, when people express concerns about future 

robots working at or beyond human-level capabilities, ‘they 

are referring to artificial general intelligence (AGI) systems 

capable of handling a wide range of problems, similar to 

humans.’ He emphasized that AGI development would be 

slow, with the goal of eventually achieving a level of 

intelligence similar to that of a rat's brain. LeCun also told 

the BBC that AI will not knock many people out of work 

permanently. However, work would alter because we have 

'no notion' what the most remarkable jobs will be in next 20 

years. 

If AI technology becomes an increasingly important 

component of more products in the future, it will become a 

fundamental part of many people's life. The amount of effort 

AI puts into the economy is also likely to vary from region to 

region. This may depend more on the type of economic 

activity that is most common in a region than on the 

economic or development state of the region. AI technology 

has the potential to give benefits to different income chooses 

and to bring significant gains to both developed and 

developing countries [8]. AI has the potential to create new 

and innovative job opportunities, leading to a more 

productive and efficient economy [9]. Automating tasks can 

help companies do better by reducing mistakes, improving 

quality and speed. Some recent study has shown that 

automation could boost global productivity growth by 0.8% 

to 1.4% per year, which is equivalent to more than 2,000 

work tasks in 800 occupations. When proven technologies 

can only automate less than 5% of all jobs, about 60% of all 

jobs have at least 30% of their tasks that could be done by a 

machine. There will be changes in several professions [10]. 

  

Figure 1. Robots working in industry [11] and digital revolution relate technology and human [12]. 

On the other hand technologies of today are beginning to 

eliminate more employment than they create. In reality, the 

world will become more complex and egotistical in the 

future, and there will not be enough jobs for everyone [13]. 

Advances in AI and related forms of automation technologies 

have led to growing fears about job losses and increasing 

inequality. This concern is widespread in high-income 

countries. Developing countries and emerging market 

economies should be even more concerned than high-income 

countries [14]. Extensive use of AI could also threaten the 

progress made in reducing poverty and inequality in the 

society. It has been found that, after the three decades after 

World War II, living standards rose in the US economy and 

many other high-income and growing countries as a whole. 

But over the past 50 years, output growth and typical worker 

incomes have started to move in different directions. Again, 

economic theory warns that growth in technology is likely to 

make both winners and losers [15]. As long as the winners 

and losers from technological progress are located within the 

same country, there is at least the possibility that domestic 
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policy measures can compensate the losers. However, when 

technological progress deteriorates the terms of trade and 

thus undermines the comparative advantage of entire 

countries, then entire nations may be worse off except if the 

winners within one country compensate the losers in other 

countries, which seem politically very difficult [16]. In this 

investigative paper, I shall try to explore the benefit of AI in 

different sectors, relationship between AI and job creation, 

future worry of AI and some other contemporary issues. It is 

an analytical study in which the researcher tried to evaluate 

the extensive use of AI in all aspect of life and the 

consequence as well as future challenges waiting for globe. 

Researcher will also try to figure out what the future effects 

of AI will be for the whole world. 

2. Basic and Background of AI 

We know that, logic is used for knowledge representation 

and problem-solving. However, it can be applied to other 

problems as well [17]. Today, numbers of different forms of 

logic are using enormously in AI research. In case of 

propositional logic [18], it involves truth functions like, ‘or’ 

and ‘not’ [19]. On the other hand, first-order logic [20] adds 

quantifiers and predicates as well as it can express facts about 

objects, their properties, and their relations with each other. 

Whereas, Fuzzy logic assigns a ‘degree of truth’ (between 0 

and 1) to hazy statements like, ‘Alice is young’ (or rich, or 

tall, or white, or hungry), that are too linguistically imprecise 

to be completely true or false [21]. Again, default logics, 

non-monotonic logics and circumscription are forms of such 

logic which designed to help with default reasoning and the 

prerequisite problem [22]. Numerous extensions of logic 

have been designed to handle specific domains of knowledge, 

like as description logics; situation calculus, event calculus 

and fluent calculus for representing events and time [23]; 

causal calculus [20]; belief calculus for belief revision; and 

modal logics [24]. Logics to model conflicting or 

inconsistent statements arising in multi-agent systems have 

also been designed, like Para-consistent logics [25]. 

Many problems in AI (which includes, reasoning, planning, 

learning, perception, and robotics) need the agent to function 

with inadequate or indefinite information. AI researchers 

have devised a number of tools to solve these problems; by 

using methods from probability theory and economics [26]. 

Bayesian networks are a very general tool and that can be 

used for numerous problems, which include reasoning 

(means, using the Bayesian inference algorithm), learning 

(means, using the expectation-maximization algorithm), 

planning (means, using decision networks) and perception 

(means, using dynamic Bayesian networks) [27]. 

Probabilistic algorithms can also be used for filtering, 

prediction, leveling and finding explanations for streams of 

data, and those helping perception systems to evaluate 

processes that occur over time. A key concept from the 

science of economics is ‘utility’, and that measure of how 

valuable something is to an intelligent agent. Precise 

mathematical tools have been developed that analyze how an 

agent can make choices and plan by using decision theory, 

decision analysis and information value theory [28]. These 

tools have included models such as Markov decision 

processes, dynamic decision networks, game theory and 

mechanism design [29]. There are two basic kinds of AI 

applications: classifiers (like ‘if shiny, then diamond’) and 

controls (like ‘if diamond, then pick up’). But controllers also 

group situations before figuring out what to do, which is why 

classification is a key part of many AI systems. Classifiers 

are functions that find the best match by matching patterns. 

They can be changed based on examples, which makes them 

a good choice for AI. These kinds of things are called 

observations or patterns [30]. In supervised learning, each 

pattern remain belongs to a certain predefined class. And a 

class is a decision that has to be made. All the observations 

combined with their class labels are known as a data set. 

When, a new observation has received, that observation need 

to be classified based on previous experience. Neural 

networks were inspired by the architecture of neurons of the 

human brain [31]. A simple 'neuron' N accepts input from 

other neurons, each of which, when activated (or 'fired,' casts 

a weighted 'vote' for or against neuron N activation. Learning 

necessitates the use of an algorithm to alter these weights 

depending on training data; one basic algorithm, such as 'fire 

together, wire together,' increases the weight between two 

linked neurons when the activation of one causes the 

successful activation of another. Neurons, on the other hand, 

have a continuous spectrum of activation. Furthermore, 

rather than weighing simple votes, neurons can analyze 

inputs in a manner that is nonlinear. 

To represent complicated interactions between inputs and 

outputs and to discover patterns in data, modern neural 

networks have become indispensable. Both discrete and 

continuous functions, as well as digital logical procedures, 

are within their ken. During training, a neural network 

creates a multi-dimensional topology, which can be thought 

of as a mathematical optimization problem [32]. The most 

common training technique is the back propagation algorithm. 

And other learning techniques for neural networks are 

Hebbian learning, competitive learning [18]. The main 

categories of networks are acyclic or feedforward neural 

networks; where the signal passes in only one direction and 

recurrent neural networks, and which allow feedback and 

short-term memories of previous input events [33]. 

Specialized languages for AI have been developed, such as 

Lisp, Prolog, Tensor Flow and many more. At the same time, 

hardware has also developed for AI includes AI accelerators 

and neuromorphic computing [34]. Again, graphics 

processing units (GPUs), often with AI-specific 

enhancements, had displaced central processing unit (CPUs) 

as the dominant means to train large-scale commercial cloud 

AI [35]. 

3. Versatile Applications of AI 

As per the history of AI, in the first decades of the 21st 

century, highly mathematical and statistical ML has 
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dominated the field, and this technique has proved high 

success and helping to solve many challenging problems 

throughout industry and academia [38]. The traditional goals 

of AI research include reasoning, knowledge representation, 

planning, learning, natural language processing, perception, 

and the ability to move and manipulate objects [36]. General 

intelligence as the ability to solve an arbitrary problem and is 

among the field's long-term goals [37]. AI researchers have 

adapted and incorporated a wide range of problem solving 

techniques, like, search and mathematical optimization, 

formal logic, artificial neural networks, and methodologies 

based on statistics, probability, and economics, to solve these 

difficulties. AI also employs computer science, psychology, 

medicine, healthcare, linguistics, philosophy, and a variety of 

other disciplines [39]. AI applications include advanced web 

search engines (like Google Search), recommendation 

systems (used by YouTube, Amazon, and Netflix), 

understanding human speech (like, Sire and Alexa), self-

driving cars (like, Waymo), generative or creative tools (like, 

ChatGPT and AI art), automated decision-making, and 

competing at the highest level in strategic game systems (like, 

chess and Go) [22]. In future AI affect, like optical character 

recognition is frequently omitted from things considered to 

be AI, having become a routine technology [38]. Today, 

there are also thousands of successful AI applications used to 

solve problems for specific industries or institutions. A few 

examples are energy storage [40], deepfakes [41], medical 

diagnosis, military logistics, foreign policy [42], or supply 

chain management. AI will have a greater impact on 

technology in the future, influencing every sector, machinery, 

equipment, and devices. It is an analytical paper that depicts 

the impact of AI on technologies, machinery, and devices in 

our daily lives, business, industry, and other sectors, as well 

as problems and recommendations for the best harvest in the 

twenty-first century. With a 99% accuracy rate, AI has been 

applied in facial recognition systems. Apple's FaceID and 

Android's Face Unlock are two examples. Both are employed 

in the protection of mobile devices. Google has utilized 

image labeling to detect products in photographs and to allow 

customers to search using a photo. Image labeling has also 

been shown to generate speech in order to describe visuals to 

blind persons [43]. 

On the other hand, AI is used to target web advertisements 

to those most likely to click or engage on them. It is also used 

to increase time spent on a website by selecting gorgeous 

content for the viewer. It can predict or simplify the behavior 

of customers from their digital footprints [44]. Online 

gambling companies, use AI to improve customer targeting 

[45]. Personality computing AI models add psychological 

targeting to more traditional social demographics or 

behavioral targeting [46]. AI has been used to customize 

shopping options and personalize offers [47]. Intelligent 

personal assistants use AI to understand many natural 

language requests in other ways than elementary commands. 

Few common examples may be: Apple's Sire, Amazon's 

Alexa, and a more recent AI, ChatGPT by OpenAI [48]. ML 

can be used to fight against spam, scams, and phishing. It can 

scrutinize the contents of spam and phishing attacks to 

identify any malicious elements [49]. Numerous models built 

on ML algorithms exhibit excellent performance with 

accuracies over 90% in distinctive between spam and 

legitimate emails. AI has been used to automatically translate 

spoken language and written content [50]. Additionally, 

research and development is in progress to decode and 

conduct animal communication [51]. While no system 

provides the ideal of fully automatic high-quality machine 

translation of unrestricted text, many fully automated systems 

produce reasonable output [52]. The quality of machine 

translation is substantially improved if the domain is 

restricted and controlled [53]. 

In the 21stcentury, AIs have produced superhuman results 

in many games, including chess (DeepBlue), Jeopardy 

(Watson) [54], Go (AlphaGo) [55], poker (Pluribus and 

Cepheus) [56], E-sports (StarCraft) [57], as well as general 

game playing (AlphaZero and MuZero) [58]. AI has replaced 

hand-coded algorithms in most chess programs [59]. 

However, poker lacks the perfect information of go or chess. 

Therefore, a poker playing programme must be able to reason 

while facing unknowns. Players in the general population 

function based on information provided by the game system, 

rather than on the rules themselves. Institutions using AI to 

address global economic and social concerns are being 

supported by a new ITU effort called AI for Good. The 

University of Southern California, for instance, has 

established the Centre for AI in Society to apply AI to social 

issues like homelessness. Artificial intelligence is being used 

by Stanford University to analyze satellite photos in search of 

pockets of concentrated poverty [60]. In agriculture, AI has 

helped farmers identify areas that need irrigation, fertilization, 

pesticide treatments or increasing yield [61]. Today, 

agronomists use AI to conduct research and development. AI 

has also been used to predict the ripening time for crops such 

as tomatoes [62], monitor soil moisture, operate agricultural 

robots, conduct predictive analytics [63], classify livestock 

pig and cow call emotions, automate greenhouses [64], detect 

diseases and pests [65], save water [66], etc. In future AI will 

be used to completely automate most cyber security 

operations over time [67]. 

AI can create a dysfunctional situation with revenge 

effects [68], like technology that hinders students' ability to 

stay on task [69]. In another scenario, AI can provide early 

prediction of student success in a virtual learning 

environment (VLE) such as Moodle [70]. In the education 

process, students can personalize their training with the help 

of AI. And for teaching professionals, the technology 

provided by AI can improve the quality of the educational 

process and teaching skills [71]. AI is used to aid investment 

decisions at large financial firms. Aladdin, BlackRock's AI 

engine, is used by the firm and its customers alike to make 

better investing choices. SQREEM (Sequential Quantum 

Reduction and Extraction Model) is a data mining tool used 

by financial institutions like UBS and Deutsche Bank to 

create client profiles and better tailor wealth management 

offerings to individual clients [72]. Its functions include the 
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use of natural language processing to analyze text like, news, 

broker reports, and social media feeds. Banks use AI to 

organize operations, for book-keeping, investing in stocks, 

and managing properties. AI can react to changes when 

business is not taking place [73]. Today, AI is used to combat 

fraud and financial crimes by monitoring behavioral patterns 

for any abnormal changes or anomalies [74]. The use of AI in 

applications such as online trading and decision making has 

changed major economic theories [75]. For example, AI-

based buying and selling platforms estimate individualized 

demand and supply curves and thus enable individualized 

pricing. AI machines reduce information asymmetry in the 

market and thus make markets more efficient [76]. Many 

banks, funds, and proprietary trading firms now have entire 

portfolios that are AI-managed. Automated trading systems 

are typically used by large institutional investors but include 

smaller firms trading with their own AI systems [77]. There 

is a large array of applications where AI is serving common 

people in their day-to-day lives. Common application of AI 

with example has been shown in table below. 

Table 1. Common application of AI with example [78]. 

Sl No Common Application of AI System with Example 

1 
Expert Systems 

Examples: Flight-tracking systems, Clinical systems. 

2 

Natural Language Processing 

Examples: Google Now feature, speech recognition, Automatic 

voice output. 

3 

Neural Networks 

Examples: Pattern recognition systems such as face recognition, 

character recognition, handwriting recognition. 

4 

Robotics 

Examples: Industrial robots for moving, spraying, painting, 

precision checking, drilling, cleaning, coating, carving, etc. 

5 
Fuzzy Logic Systems 

Examples: Consumer electronics, automobiles, etc. 

4. Impact of AI in the Era of 4IR 

Now, AI has been around everywhere for a great deal of 

time. The benefit of AI is steadily improving our everyday 

life. The technology is being used for robots that welcome at 

shopping centers or online search engines for offering 

suggestions [79]. Today, AI simulates human analysis in AI 

systems. It is the ability of the computer program to think and 

learn. Everything can be taken to be AI, if it involves a 

program that does something and that we usually think 

depends on human intelligence. Innovations in the AI space 

have led to several benefits across multiple industries [80]. 

Today, processes are effective and efficient, convenient 

technologies are extensively available, and forecasts are more 

accurate. AI and other technology experts are saying today, 

the rise of AI will make most people better off over the next 

decade, but many have concerns about how advances in AI 

will affect and what it means to be human, to be productive 

and to exercise free will. The automation revolution will have 

a tremendous impact on the fundamentals of business and 

society, as well as on the innovation and productivity 

potential. Blockchain technology has the potential to impact 

most industries across the globe in the near future [81]; 

heralding in a new age of consumer trust and optimization. 

AI can improve data backup and disaster recovery planning 

and policy from an IT standpoint to ensure smooth company 

continuity. The elements for successful technology and IT 

leadership continue to evolve, but the requirement for strong 

business strategy, vision, and IT management, as well as a 

knowledgeable approach to risk, compliance, outsourcing, 

and AI, remains as important as ever [82]. 

Digital existence is enhancing human potential while 

upending long-standing human activity. More than half of the 

world's population now uses code-driven systems, which 

present both extraordinary potential and challenges that have 

never been seen before [83]. Will people be better off than 

they are now as algorithm-driven AI continues to spread? AI 

will have an impact on the entire agricultural and food value 

chain, from farm to fork, both now and in the future. Next-

generation automotive technologies will be influenced by AI, 

and this will change how cars, trucks, and powertrains are 

designed and produced [84]. AI will influence the tech 

developments of the global aviation and aerospace sectors. It 

will also influence space travel and communications, airport 

operations and management, air traffic control systems, and 

future trends in flight and aviation transport related industries. 

AI will influence the technology innovation transforming all 

parts of the construction and civil engineering sectors leading 

to improvements in cost, safety, efficiency and quality of 

construction [85]. AI will have an impact on smart phones, 

tablets, and wearable tech gadgets, as well as how people live, 

work, and consume services, prompting businesses to 

establish their own methods for dealing with such use at the 

back end and capitalizing on it at the front end [86]. 

  

Figure 2. Role of AI in education system [87] and revolution of future education system [88]. 
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The experts predicted networked AI will amplify human 

effectiveness but also threaten human autonomy, agency and 

capabilities [89]. Computers might be as smart as or smarter 

than humans when it comes to things like making 

complicated decisions, learning, reasoning, pattern 

recognition, visual acuity, speech recognition, and language 

translation. Smart systems in neighborhoods, cars, buildings, 

utilities, farms, and business processes will save time, money, 

and lives and give people the chance to enjoy a more 

personalized future [90]. The use of AI in healthcare is 

hopeful, with applications such as diagnosing and treating 

patients and assisting senior citizens in living fuller and 

better lives. They were particularly enthused about AI's 

involvement in broad public-health programmes based on 

vast amounts of data that may be collected in the future years 

on everything from personal genomes to nutrition [91]. AI 

would abet long-anticipated changes in formal and informal 

education systems. 

Looking around now, we can see that our society is 

changing as a result of the use of AI and IoT in daily 

operations. If we go to a healthcare facility, an AI-powered 

machine will check our pulse, and if we go to an internet 

store, we will see a recommended list customized by an AI 

tool. Actually, these are only a few examples of the benefits 

of AI in our daily lives. AI will provide a lot more in the 

future. With time, more industries, service sectors, and 

organizations will embrace this transformative technology to 

improve every human activity working process [92]. AI can 

help simplify and speed up processes in the community, 

society, country, and world by making the workplace more 

efficient, helping us make better decisions, or giving us direct 

help. AI can help by finding and fixing problems that people 

might not be able to see or fix on their own. But some people 

don't see the benefits of AI because they think it will cause 

people to lose their jobs and become less smart. In fact, speed, 

precision, efficiency, and scalability are the most important 

benefits of AI. 

The 4IR will transform industries, service and other 

sectors so significantly that much of the work that exists 

today will not exist in next 25 years. It is crucial for us to 

understand the impact of these changes on all areas of our 

lives, including academic and learning institutions [93]. 

Currently, all graduates are confronted with a technologically 

transformed world in which AI, IoT, ML, Big Data, Cloud 

and Edge Computing, and social media create diverse 

opportunities and challenges for conventional education 

systems. As students consider their post-diploma or post-

graduation lives, formal academic and learning institutions 

are pondering their fate, particularly in regards to 

employment. Nearly all contemporary technologies propelled 

by AI are transforming the world to such an extent that social 

concepts such as ‘post-work’ are increasingly defining the 

present era. This period requires skills that are not identical 

to those required during the Third IR, when information 

technology (IT) was the primary driver. It is estimated that 

artificial intelligence will be a US$15 trillion industry within 

the next seven years. Millions of unskilled and traditionally 

trained individuals will be laid off [94]. On the other hand, 

millions of jobs related to modern and hi-tech skilled will be 

created in the next few years [95]. 

5. Challenges and Risk of AI 

The main problem is that AI systems are usually so 

complicated that it is hard to figure out or understand why 

they do, what they do and how they do? With the way AI 

works today, which is built on a very successful method 

called ML, we can't lift the lid and see how it works. So, we 

have to believe it. So, the task is to come up with new ways 

to keep an eye on or check up on the many places, where AI 

is now so important and no way to avoid it. Jonathan Zittrain, 

a professor of internet law at Harvard Law School, has said, 

‘There is a risk that the increasing complexity of computer 

systems could keep them from getting the scrutiny they need.’ 

I'm worried about the loss of human freedom as our systems 

become more complicated and interconnected with the help 

of technology. He also said, ‘If we set it and forget it, we 

may regret how a system changes and that there is no clear 

place for an ethical dimension to be considered.’ Missy 

Cummings, who was one of the first female fighter pilots in 

the US Navy and is now an expert on drones, is the head of 

the Human and Autonomy Lab at Duke University in North 

Carolina. She has said, ‘How will we be able to certify these 

systems as safe?" AI will need to be watched over, but how 

that should be done is not clear yet. At the moment, there are 

no methods that everyone agrees on. Cummings also said, 

‘Without an industry standard for testing these kinds of 

systems, it's hard for these technologies to be widely used.’ 

In a fast-paced world, regulatory organizations frequently 

find themselves playing catch-up. Companies are already 

investigating the effectiveness of utilizing AI to make parole 

decisions or detect sickness in several critical areas, such as 

the criminal justice system and healthcare. But, by delegating 

decision-making to computers, we risk losing control; weare 

to say that the system is making the correct judgment in each 

of these cases? Principal researcher at Microsoft Research 

Danah Boyd said that 'there are fundamental problems about 

the values that are being programmed into such systems and 

who is ultimately responsible for them' Regulators, civil 

society, and social theorists all want new technologies to be 

fair and ethical, but these conceptions are hazy at best.' The 

workplace is one arena filled with ethical quandaries. AI will 

let robots, do more complicated jobs and displace more 

human workers in future. For example, China’s Foxconn 

Technology Group [96], which supplies Apple and Samsung, 

has announced that, it aims to replace 60,000 factory workers 

with robots. Ford’s factory in Cologne, Germany [97] puts 

robots right on the floor alongside humans. 

If technology kept getting more and more advanced, it 

would have a big effect on jobs and could have an effect on 

people's mental health. Ezekiel Emanuel, a bioethicist and 

former healthcare adviser to U. S. President Barack Obama, 
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said, ‘If you look at what gives people meaning in their lives, 

it's three things: meaningful relationships, passionate 

interests, and meaningful work.’ Meaningful work is a big 

part of what makes someone who they are. He also said that 

suicide, drug abuse, and sadness are more likely to happen in 

places where factories close down and people lose their jobs. 

In the end, this could lead to a need for more ethicists. Kate 

Darling, a law and ethics expert at the Massachusetts Institute 

of Technology, said, ‘Companies will follow their market 

incentives, which isn't a bad thing, but we can't expect them 

to be ethical just because it's the right thing to do.’ She also 

said, ‘Having rules in place helps.’ We've seen this happen 

with privacy and every time we get a new tool and figure out 

how to use it. Darling says that many well-known companies, 

like Google, already have ethics boards to keep an eye on 

how their AI is made and used. Some people say that it 

should happen more often. Darling also said, “We don't want 

to stop people from coming up with new ideas, but there may 

come a time when we need to set up some structures.” 

The details about who sits on Google’s ethics board and 

what it actually does remain insufficient but in September, 

2022; Facebook, Google, and Amazon launched a 

consortium that aims to develop solutions to the jungle of 

pitfalls related to safety and privacy AI poses [98]. Again 

OpenAI is an organization dedicated to developing and 

promoting open-source AI for the benefit of all. 'It's crucial 

that machine learning be researched freely and distributed via 

open publications and open-source code, so we can all share 

in the rewards,' said Google's Norvig. In reality, OpenAI is a 

non-profit artificial intelligence research organization. Their 

purpose is to enhance digital intelligence in the most likely 

method to serve humanity as a whole, without regard for 

financial gain. Because their study is free of financial 

constraints, they may concentrate on making a beneficial 

human impact [99]. Creating a brain trust of ethicists, 

technologists, and corporate leaders is essential if we are to 

develop industry and ethical standards and gain a 

comprehensive comprehension of what is at stake. It is a 

matter of utilizing AI to improve what humans are already 

good at. Zittrain also stated, "Our work is less concerned 

with a science fiction robot takeover and more concerned 

with how technology can be used to aid human reflection and 

decision-making, as opposed to completely replacing it." 

A super-intelligenceor also known as hyper-intelligence is 

a hypothetical agent that may also refer to the type or level of 

intelligence possessed by such an agent [100]. If research 

into AGI produced sufficiently intelligent software, it might 

be able to reprogram and improve itself and that leading to 

recursive self-improvement [101]. Science fiction writer 

Vernor Vinge named this scenario the ‘singularity’ [102]. It 

is difficult or impossible to know the capabilities of super-

intelligent machines and that known as the technological 

singularity [103] and is an occurrence beyond which events 

are unpredictable or even unfathomable [104]. ML AI is also 

able to design tens of thousands of toxic molecules in a 

matter of hours [105]. ML AI is also able to design and build 

such robot, which can take over the control of nuclear 

weapons of the military of any nations [106]. And that will 

be the great danger of entire civilization [107]. 

Robot designer Hans Moravec [108], cyberneticist Kevin 

Warwick, and inventor Ray Kurzweil have predicted that 

humans and machines will merge in the future into cyborgs; 

that will be more capable and powerful than either. This idea, 

called trans-humanism [109], Edward Fredkin [110] argues 

that ‘AI is the next stage in evolution.’ A survey of 

economists showed disagreement about whether the 

increasing use of robots and AI will cause a substantial 

increase in long-term unemployment [111], but they 

generally agree that, it could be a net benefit if productivity 

gains are redistributed [112]. Michael Osborne and Carl 

Benedikt Frey estimate 47% of U. S. jobs are at ‘high risk’ of 

potential automation [113], while an OECD report classifies 

only 9% of U. S. jobs are ‘high risk [114]. However, many 

middle-class and white-colour jobs may be eliminated by AI 

[115]. On the contrast, job demand is likely to increase for 

service and care-related professions. Whatever the case; AI, 

IoT, ML, and automation will definitely shrink the labour 

force/market [116]. 

Advanced AI can make centralized decision making and 

more competitive with liberal and decentralized systems like, 

markets [117]. Terrorists, criminals and rascal states may use 

other forms of weaponized AI like, advanced digital warfare 

and lethal autonomous weapons [118]. Battlefield robots are 

coming soon [119]. Health equity issues may also be worsen 

when many-to-many mapping are done without taking steps 

to ensure equity for populations at risk for bias [120]. 

However, until AI and robotics systems are demonstrated to 

be free of bias mistakes, they are unsafe [121]. Criticism has 

been raised about whether and to what extent the works 

created with the assistance of AI are under the protection of 

copyright laws [122]. The regulatory and policy landscape 

for AI is an emerging issue in jurisdictions globally [123]. 

Between 2016 and 2020, more than 30 countries adopted 

dedicated strategies for AI. Most EU member states had 

released national AI strategies [124]. In 2023, OpenAI 

leaders published recommendations for the governance of 

superintelligence, which most of the countries has believed 

that, it may happen in less than 10 years [125]. 

Computer scientists and philosophers have suggested that 

AI may become an unpredictable risk to humanity, if its 

rational capacities are not steered towards benefit to the 

humankind [126]. Economists have highlighted the risks of 

redundancies from AI, and speculated about unemployment 

if there is no adequate social policy for mass/general 

employment [127]. The term AI has also been criticized in 

the eyes of lawyer/legal community [128]. Two sources of 

concern are the problems of AI control and alignment: that 

controlling a superintelligent machine, or instilling it with 

human compatible values, may be a harder problem than 

honestly supposed [129]. Many researchers believe that, 

superintelligence would resist attempts to shut it off or 

change its goals; as such an incident would prevent it from 

accomplishing its present goals and that it will be extremely 

difficult to align super-intelligence [130] In contrast, skeptics 
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argue that superintelligent machines will have no desire for 

self-preservation. And it is not the reality [131]. Again 

sudden ‘intelligence explosion’ might take an unprepared 

human race by surprise [132]. However, in future jumping 

from subhuman performance in many areas to superhuman 

performance in virtually in many domains is possible like, 

AlphaZero in the domain of Go show that AI systems can 

sometimes progress from narrow human-level ability to 

narrow superhuman ability extremely and rapidly [133]. We 

can do math without having to picture the universe of 

numbers, and we can figure out how gravity works in a 

different galaxy without having to step on it and to say that 

we have felt and measured it [134]. 

  

Figure 3. Machines may rule over humans in future [135] both certainty and uncertainty of life [136]. 

Data is an important input in the future AI economy. As a 

result, information policy and the laws governing data 

control and usage have raised to the top of the policy agenda. 

Without adequate public supervision, global technology 

businesses are shaping the data regulatory agenda in their 

own interests. This has already occurred in recent trade 

treaties. Furthermore, global AI corporations' monopolization 

of data makes it more difficult for emerging countries to 

catch up and build their own AI-based companies. Global 

corporations can leverage their access to enormous amounts 

of data from around the world to better optimize their 

products and services for consumers [137]. This makes it 

harder and harder for new companies in developing countries 

to catch up to the top companies. Europe has worked hard to 

make rules that make sure the benefits of new digital 

technologies are shared and the negative effects are kept to a 

minimum. For example, the EU has put forward plans to 

require sharing of data in order to stop monopolies from 

getting stronger by holding on to data. But giving people 

control over their own data won't be enough. Without proper 

regulation, people will give their data to digital giants and 

internet providers and get very little in return. There are just 

too many differences in information and power to guarantee 

a fair result [138]. 

Again, we need new rules about advertising targeting and 

algorithmic openness, but they are not enough on their own. 

Policymakers must be able to deal with the fact that pricing 

and promotion can be used to discriminate. There should also 

be stricter rules to protect privacy and stop the fast spread of 

false information, messages that support violence and hate, 

and other harmful messages, even if they are sent as part of a 

political campaign [139]. In the US, the Section 230 

provision which reduces the accountability of internet 

companies; unlike other publishers is an example of a 

regulation that should be reconsidered [140]. As in the case 

of competition policy, the countries in which tech giants are 

based may not face the correct incentives to police the 

worldwide behavior of their companies since they share in 

the rents that these companies earn around the world [141]. 

Developing countries need to cooperate and band together to 

have sufficient clout to impose regulation on global giants 

that reflects their developmental interests. 

6. AGI and Future of World 

A sort of fictitious intelligent agent is known as Artificial 

General Intelligence (AGI). The idea behind AGI is that it 

can learn to execute any intellectual endeavor that humans or 

animals can [142]. A different definition of AGI is an 

autonomous system that outperforms humans’ at most 

economically valuable tasks [143]. Creating AGI is a primary 

goal of some AI research and companies such as OpenAI 

[144], DeepMind, and Anthropic [145]. Nowadays, AGI is a 

common topic in science fiction. AGI is also known as strong 

AI [146], or full AI [147], or general intelligent action [148]. 

Strong AI, usually known as artificial AGI or general AI, is a 

theoretical form of AI used to describe a certain mindset of 

AI development. If researchers are able to develop Strong AI, 

the machine would require intelligence equal to humans; it 

would have a self-aware consciousness that has the ability to 

solve problems, learn, and plan for the future [149]. People 

aren't sure if current deep learning systems like GPT-4 are an 

early but incomplete form of AGI or if we need to try 

something new [150]. 

Now question arise, is AGI a global threat? Several 

influential people in the field of AI fear that humanity's 

future may be irrevocably altered when superintelligent 

robots and that known as a singularity and which take over 

and either make humans completely dependent on them or do 

away with them altogether [151]. In engineering, a 

mechanical singularity is a position or configuration of a 

mechanism or a machine where the subsequent behavior 

cannot be predicted, or the forces or other physical quantities 

involved become infinite or nondeterministic [152]. Whereas, 
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University of Oxford philosopher Nick Bostrom defines 

superintelligence as ‘any intellect that greatly exceeds the 

cognitive performance of humans in virtually all domains of 

interest’ [153]. The late theoretical physicist Stephen 

Hawking famously said that if AI started to create better AI 

than human programmers, the result could be ‘machines 

smarter than us by more than we are smarter than snails.’ 

Elon Musk thinks that, AGI is the biggest existential threat to 

humans and has said so [154]. Efforts to bring it about, he 

has told, are like ‘summoning the demon’. He has even 

expressed concern that his pal, Google co-founder Larry 

Page could accidentally shepherd something ‘evil’ into 

existence despite his best intentions [155]. Even Gyongyosi 

is not overly concerned about AI forecasts, but he believes 

that at some time, humans will no longer need to educate 

systems; they will learn and evolve on their own. He also 

said, 'I don't think the methods we're doing now in these 

areas will lead to machines that decide to kill us. I believe 

that in five or ten years, I'll have to reconsider that statement 

because we'll have different methodologies and approaches 

to these issues.' 

Even though killing robots might stay the stuff of fiction, 

many people think they'll replace humans in different ways. 

The Future of Humanity Institute at Oxford University put 

out the results of an AI poll. This group had a lot of hopeful 

people. A median number of respondents said that machines 

will be able to write school essays by 2026, that self-driving 

trucks will make truck drivers obsolete by 2027, that AI will 

beat humans in retail by 2031, and that AI could be the next 

Stephen King, and the next Charlie Teo by 2049 and 2053, 

respectively [156]. The slightly jarring capper: By 2137, all 

human jobs will be automated. But, what will happen for 

humans themselves? Sipping umbrella drinks served by 

droids, no doubt. Diego Klabjan, a professor at Northwestern 

University and founding director of the school’s Master of 

Science in Analytics program, counts himself an AGI skeptic 

or disbeliever. He told, ‘Currently computers can handle a 

little more than 10,000 words. So, a few million neurons, but 

human brains have billions of neurons that are connected in a 

very intriguing and complex way, and the current state-of-

the-art technology is just straightforward connections 

following very easy patterns. So going from a few million 

neurons to billions of neurons with current hardware and 

software technologies; I don’t see that happening.’ 

As MIT physics professors and leading AI researcher Max 

Tegmark in 2018 has told, ‘The real threat from AI isn’t 

malice, like in silly Hollywood movies, but competence AI 

accomplishing goals that just aren’t aligned with ours.’ 'I 

definitely don't envision the situation where something wakes 

up and says it wants to take over the world,' said another 

Laird's expert. I think that's science fiction, and that's not 

how things will turn out.' Laird's biggest worry isn't about 

evil AI, but about ‘evil humans using AI as a kind of false 

force multiplier’ to do things like rob banks and steal credit 

cards, among many other crimes. So, even though he gets 

upset with how slowly things change, AI's slow growth may 

be a good thing. He also said, ‘Maybe what we need is time 

to understand what we're making and how we're going to 

work it into society.’ But no one really knows. In fact, there 

need to be several big breakthroughs, and they could happen 

very quickly. Ernest Rutherford, a British scientist, said in 

1917, "It's very, very hard to say when these conceptual 

breakthroughs will happen." [157] 

The question now is whether the ethical use of AGI should 

be regulated. That includes striving to eliminate data bias, 

which corrupts algorithms and is now a thorn in the AI 

ointment. That involves developing and improving security 

systems capable of keeping technology in check. And it 

requires the humility to recognize that just because we can, 

does not imply we should. 'Most AGI researchers foresee 

AGI within decades, and if we just blunder into this 

unprepared, it will probably be the worst error in human 

history,' Tegmark stated in his TED Talk [158]. It could lead 

to a brutal global regime with more inequality, surveillance, 

and pain than ever before and maybe even the end of the 

human race. But if we steer carefully, we could end up in a 

great future where everyone is better off: the poor are richer, 

the rich are richer, and everyone is healthy and free to live 

out their dreams [160]. 

The idea is that ‘AI poses an existential risk for humans’ 

requires significantly more investigation [159]. Though it is 

controversial, yet that has been endorsed by many great 

thinkers, tech-giant owners and public figures like Elon 

Musk [160], Bill Gates [161], and Stephen Hawking [162]. 

AI researchers like Stuart J. Russell [38], Roman Yampolskiy 

[163], and Alexey Turchin [164], also support the basic idea 

and proposition of a potential threat to humanity [165]., Some 

of them like Bill Gates states that, ‘people understand; but 

why some people are not concerned [166].’ S. Hawking 

criticized widespread indifference in his 2014 editorial. 

Consequently, when confronted with possible futures with 

incalculable benefits and risks, specialists often do 

everything possible to ensure the best outcome, whether or 

not this is correct! S. Hawking explained, ‘If a superior alien 

civilization sent us a message stating that we'll arrive in a few 

decades, we'd arrive in a few decades.’ Would it suffice for 

us to respond, ‘Okay, call us when you arrive; we'll leave the 

lights on?’ Probably not, but this is essentially the case with 

AI [167]. The fate of humanity has occasionally been 

compared to the fate of gorillas threatened by human 

activities. Additional intelligence caused humanity to 

dominate gorillas, which are now vulnerable in ways that 

they could not have anticipated [168]. The gorilla has 

become an endangered species, not out of malice, but simply 

as a collateral damage from human activities [169]. 

LeCun told the BBC that people who worried that AI 

might be dangerous for humans did so because they couldn't 

see how it could be made safe. He said, 'It's like asking 

someone in 1930 how to make a turbo-jet safe. In 1930, there 

were no turbojets, and there was no AI that could work like a 

person. AI will get to the point where it is very safe and 

efficient, just like turbo jets did. YannLeCun, a sceptic, 

thinks that AGIs won't want to rule over humans and that we 

shouldn't give them human traits or try to figure out what 
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they want in the same way we do with humans. He said that 

people won't be "smart enough to make super-smart 

machines, but so stupid that they'll give them stupid goals 

with no safety measures [170]." On the other side, the 

concept of instrumental convergence suggests that almost 

whatever their goals, intelligent agents will have reasons to 

try to survive and acquire more power as intermediary steps 

to achieving these goals. And this does not require having 

emotions. Nick Bostrom gives the thought experiment of the 

paper clips optimizer [171]. Let's say we have an artificial 

intelligence whose only goal is to make as many paper clips 

as possible. The AI will soon realize that it would be vastly 

preferable if there were no humans, as they may choose to 

deactivate it. 

AGI removing itself from the control of human 

owners/managers will be given or developing unsafe goals. 

So, the development of unsafe AGI, or AGIs with poor ethics, 

morals, and values or inadequate management of AGI will 

create existential risks and will be potential threats and that 

will always consider as the risks associated with AGI [172]. 

Many scholars who are concerned about existential risk 

support research into solving the hard ‘control problem’ to 

answer questions like, what kinds of safeguards, algorithms, 

or architectures can programmers use to make it more likely 

that their AI will continue to act in a friendly, rather than 

destructive way after it reaches superintelligence [157]? 

Solving the control problem is complicated by the AI arms 

race, which will almost certainly see the militarization and 

weaponization of AGI [173] by more than one nation-state, 

resulting in AGI-enabled warfare, and in the case of AI 

misalignment, AGI-directed warfare, potentially against all 

humanity [174]. There are others who argue that AI poses an 

existential threat. Skeptics have accused the thesis of being 

crypto-religious, with an irrational belief in the possibility of 

superintelligence replacing an irrational belief in an 

omnipotent God. Jaron Lanier said in 2014 that the belief that 

then-current robots were intelligent is ‘an illusion’ and a 

‘stunning con’ perpetrated by the wealthy [175]. A lot of 

criticism says that AGI is not likely to happen in the near 

future. Gordon Bell, a computer scientist, says that humans 

will kill themselves off before they reach the artificial 

singularity. Former Baidu Vice President and Chief Scientist 

Andrew Ng said in 2015 that ‘worrying about AI existential 

risk is like worrying about overpopulation on Mars when we 

have not even set foot on the planet yet [176].’ 

On the other hand, the CEOs of Google DeepMind, 

OpenAI and Anthropic, along with other industry leaders and 

researchers, issued a joint statement asserting that ‘Mitigating 

the risk of extinction from AI should be a global priority 

alongside other societal-scale risks such as pandemics and 

nuclear war in 2023 [177].’ If AI-producing sectors expand, 

it may result in increased revenues and employment of AI 

technological professionals within these existing firms, as 

well as the potential creation of entirely new economic 

activities in any country's society. Productivity improvements 

in existing sectors may be realized through faster and more 

efficient processes and decision making, as well as increased 

AI technological knowledge and access to information 

available in societies [178]. Office workers seem to be the 

most impacted notably mathematicians, accountants or web 

designers [179]. AGI could boost these systems' autonomy, 

allowing them to make judgments, interact with other 

computer tools, and even control robotized bodies. We know 

that AI is getting better every day in a world of Google Glass 

and massive data, clever algorithms and Sire. Though these 

smart technologies and programmes may make our lives 

easier, they may also put us in risk. It has the potential to 

result in mass unemployment in near future [180]. 

AI and Next Global Consequence 

With every new use of AI comes the scary question of 

whether or not robots will put people out of work. The judges 

haven't made up their minds yet. Some experts strongly 

disagree with the idea that AI will automate so many jobs 

that millions of people will be out of work. Other experts, on 

the other hand, see this as a serious issue. Social experts and 

people who think about AI thought that the organization of 

the workforce was changing, and that AI was basically taking 

over jobs. It lets us really build a market based on knowledge 

and use that to make better automation for a better way of life. 

It might be a bit abstract, but we should be worried about AI 

and robots taking our jobs [181]. Some expert, however, has 

speculated that algorithms are to blame for the loss of white-

collar jobs like business analysts, hedge fund managers, and 

lawyers. Again, there is some disagreement on how the rise 

of AI will affect the workforce, but experts agree on several 

themes to look for. Some experts, on the other hand, feel that 

when AI is integrated into the working, it will actually create 

more jobs; at least in the medium term. Wilson believes that 

the change to AI-based systems will cause the economy to 

add occupations that will help with the transition. Some 

additional specialists AI will generate more riches than it 

consumes. However, it may not be dispersed equitably at first. 

The changes will be felt subliminally and will not be visible. 

A tax accountant will not get a pink slip and meet the robot 

who will now sit at her desk. It is possible that the next time 

the tax accountant searches for a position, it will be more 

difficult to locate the same one. Few optimistic analysts 

predict that AI in the workplace will fragment long-standing 

processes, resulting in the creation of many new human 

occupations to combine those workflows and offer 

satisfaction and progress. 

The age of AI and 4IR is a transition, and it could take 

years or even decades for different parts of the workforce and 

almost every part of life to get used to it. So, these 

predictions are harder to make, but few gloomy experts 

worry that once AI is everywhere, these new jobs and the 

ones that were already there may start to go away. So, they 

wonder what will happen to those people in the long run. As 

we've seen in the past, there were ways to move from 

farming to making things to providing services. Now, that 

isn't true. What will happen to most people who work if all 

jobs are taken over by robots? As we've seen, technology 

makes more sense from a business point of view. For 

example, self-driving cars and AI concierges like Sire and 
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Cortana could take away up to 8 million jobs in the US alone 

as these technologies get better. What about the rest of the 

world? When all these jobs start to go away, we'll have to ask 

ourselves, ‘What makes us useful [182]?’ How do we define 

productivity? We must face the ever-evolving reality and 

rethink the foundations upon which our civilization is built. 

What is it that we do that contributes to society and makes us 

valuable as individuals? Since the technology won't wait for 

us, we need to have this discussion ASAP. It's time for us to 

develop a moonshot mindset [183]. to build inclusive, 

decentralized intelligent digital networks 'imbued with 

empathy' [184] that help humans aggressively ensure that 

technology meets social and ethical responsibilities [185]. 

We need some effective and new level of regulatory and 

certification process to ensure the best use of AI for entire 

human race [186]. 

AI could be data-driven as well as knowledge-driven. The 

next-generation AI breakthrough is knowledge inference and 

its application to all contexts. Several significant concerns 

with machine learning in 5G and future networks may give 

rise to new areas of research and extensions of present 

standards to support future networks [187]. So, if AI is going 

to be used by a lot of people and get better, there needs to be 

a strong guarantee of security. Since AI will be used in 

transportation and health care in the coming years, it must be 

presented in a way that builds trust and understanding and 

protects human and civil rights [188]. Policies and protocols, 

on the other hand, should handle ethical, privacy, and 

security concerns. As a result, multinational communities 

should work together to push AI to progress in a way that 

benefits humanity. As AI becomes more incorporated into 

the workforce, it seems doubtful that all human employment 

will be eliminated. Instead, many experts believe that the 

workforce will become increasingly specialized in the future. 

These professions will necessitate more of what automation 

cannot currently deliver, such as creativity, problem-solving, 

and qualitative skills. Essentially, there will always be a need 

for people in the industry, but their responsibilities may 

change as technology advances. Specific skill sets will be in 

higher demand, and many of these professions will require a 

more advanced, technical skill set. 

Two examples of the AI techniques are ML and deep 

learning and that can simplify this task. Training AI systems 

involves feeding the algorithms with suitable training data. 

AI systems are tremendously effective alternatives for any 

process involving intelligent decision-making since they can 

become experts and do it much more quickly than people 

[18]. This makes AI as an exceptionally powerful and 

enormously valuable technology, since it essentially allows 

computers to think and behave just like humans; and that 

should be much faster and much more processing power than 

the human brain can produce [189]. Today, AI can solve 

many problems by intelligently searching through much 

possible solution [20]. While AI is an interdisciplinary 

science with multiple approaches, advancements in machine 

learning (ML) and deep learning, in particular, are creating a 

paradigm shift in virtually every sector of the tech industry 

[190]. Actually, AI is the backbone of innovation in modern 

computing and unlocking value for individuals and 

businesses [191]. 

  

Figure 4. AI and the Singularity [192] and that may collapse global economy [193]. 

7. Conclusion 

Now, we can do using AI to improve the quality of our 

service and the success of our business, company, or 

organization and it is a great change and improvement. If AI 

is deployed properly, it will allow us to maximize 

productivity across all departments, boost sales and customer 

happiness, and make better use of our resources. This is why 

AI is being used by so many different kinds of businesses 

and organizations these days. Some examples of these sectors 

include the automotive, healthcare, financial, manufacturing, 

energy, agriculture, military, telecommunication, 

cybersecurity, etc. Today, AI is showing to be a real game-

changer in the health care field. It is improving almost every 

part of the business, from keeping private records safe to 

using robots to help with surgeries. Increasing automation in 

manufacturing could cause wage gaps to widen, labour 

demand to drop, and skill premier to rise in most countries. 

However, the worst-case situation is that most of the progress 

made in development and reducing poverty over the last 50 

years will be lost. In the past, new technologies led to more 

shared wealth and more equality between and within 

countries. However, new technologies may lead to more 

inequality on both fronts if policies aren't put in place to 

counteract them. The new era will be governed by different 

norms and necessitate as rural economies are vastly different 

from those in the models of a manufacturing economy that 
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dominated the middle of the 20th century. The competitive 

equilibrium paradigm may be even less applicable to the AI 

economy of this century than it was to the manufacturing 

economy of the 20th century. There will be a high degree of 

uncertainty regarding the conceivable technological 

development scenarios and their effects. This is the biggest 

challenges of extensive use of AI in future. 

Challenge from AI at future will be more distinguishing. 

In the near future, white-collar and middle-class jobs will 

be threatened due to excessive use of AI. On the other 

hand, service and care occupations are expected to see a 

rise in demand. There is no doubt that, AI, IoT, ML, and 

automation will reduce the need for human workers as 

well as the size of the economy. The extreme challenge is 

‘Singularity’ in which AI machines take over and 

fundamentally alter human existence either by making us 

dependent on them or eliminating us altogether. And 

another major threat is to the humanity on a global scale. 

Again, the end of humanity is possible at any time, if 

super-intelligent robots gain access to nuclear weapons or 

develop biological or chemical agents in mass scale. 

Those devastating or horrifying tasks could be carried out 

at any time, either by super clever robots themselves or by 

some ignorant human acting out of anger or malice or 

stupidity. There should be global coordination, regulations, 

rules to guide AI use and advancement in a positive 

humane path. There will be a need for humans in some 

capacities as AI grows more omnipresent in the workplace. 

But repeated job, continuous or monotonous task, mass 

production, line production, labourious job, will be taken 

by robots or AI used machinery/equipment. However, in 

the field of creativity, complicated problem-solving and 

qualitative abilities, advanced AI or super-intelligent 

robots cannot replicate, and there will be more demand of 

human in these positions. So, there will always be some 

demand for workers, though their specific functions may 

change as technology improves. There will be a shift in 

the kinds of talents that are in demand, and many of these 

positions will call for a higher level of technological 

expertise. 
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