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Abstract: Differential equations are very important in modeling many phenomena mathematically. The aim of this paper is 

to consider Initial Value Problems (IVPs) in ordinary differential equations (ODEs) as an optimization problem, solved by 

using a meta-heuristic algorithm which is considered as an alternative way to find numerical approximation of (IVPs) since 

they can almost be solved simply by classical mathematical tools which are not very precise. By selecting a methodical way 

based on the use of recent and efficient algorithm, that is, Flower Pollination Algorithm (FPA), inspired by the pollination 

process of flowers plants to solve approximately an (IVP) when a specified example is selected that is the exponential problem 

which have an imperative role to describe many real problems. The effectiveness of the proposed method is tested via a 

simulation study between the exact results, the FPA results and Euler method which is considerate as a classical tool to solve 

numerically an (IVP). The final results and after a comparison between the performance of FPA and Euler method in terms of 

solution quality shows that FPA yields satisfactorily precise approximation of the solution. That ensures the ability of FPA to 

solve such important problems and highly complexes problems efficiently with minimal error. 
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1. Introduction 

Many models of engineering systems involve the rate of 

change of a quantity. There is thus a need to incorporate 

derivatives into the mathematical model. These mathematical 

models are examples of differential equations. The subject of 

differential equations is one of the most interesting and 

useful areas of mathematics. We can describe many 

interesting natural phenomena that involve change using 

differential equations. 

Let f=f(x,y) be a real-valued function of two real variables 

defined for a≤x≤b, where a and b are finite, and for all real 

values of y. The equations 

�y� � f�x, y

y�a
 � y₀                               (1) 

are called initial-value problem (IVP); they symbolize the 

following problem: To find a function y(x), continuous and 

differentiable for 
 �  ��, ��  such that �� � ��
, �
  from 

���
 � �₀  for all 
 �  ��, ��  [12]. This problem possesses 

unique solution when: f is continuous on [a,b]× � , and 

satisfies the Lipschitz condition; it exists a real constant k>0, 

as: 

� ��
, �₁
 � ��
, �₂
 �� � �  �₁ �  �₂ �, for all 
 � ��, ��  

and all couple ��₁, �₂
 � �  �. 
Finding the optimal solutions numerically of an Initial-

Value Problem (IVP) is gotten with approximations: 

��
₀ " #
, … , ��
₀ " %#
  where � � 
₀  and # � �� �
�
/%. 

For more precision of the solution, a very small step size h 

must be used that includes a larger number of steps, thus 

more computing time which not available in the useful 

numerical methods like Euler and Runge-Kutta methods [12], 

which may approximate solutions of (IVP) and perhaps yield 

useful information, often sufficing in the absence of exact, 

analytic solutions. 

There is a huge variety of real life problems optimized by 
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using differential equations; when we have to find the 

optimal solution to a given problem under highly complex 

constraints. Such constrained optimization problems are 

often highly nonlinear; finding the optimal solutions is 

frequently very difficult charge. The majority of usual 

optimization techniques do not perform well for problems 

with nonlinearity and multimodality. Hence the nature-

inspired meta-heuristic algorithms become trending in the 

optimization field by dealing with such difficult problems 

[10], and it has been shown that meta-heuristics are 

unexpectedly very efficient. For this reason, the literature of 

meta-heuristics has prolonged enormously in the last two 

decades. 

Biological, physical, or chemical systems in nature are 

the subject of many nature-inspired meta-heuristic 

algorithms [26]. Swarm Intelligence has become popular 

among researchers working on optimization problems all 

over the world [23] which demonstrate its capability in 

solving many optimization problems they took a dissimilar 

forms according to the inspired process of the natural 

systems like Genetic algorithm [1, 9], Ant colony 

optimization algorithm [6], Bee algorithm [7, 15], Particle 

swarm optimization [4, 13], Bat algorithm [25], etc. All 

these algorithms have several advantages illustrated via a 

wide range of applications. 

Among most recent, bio-inspired algorithms, flower 

pollination algorithm (FPA), has demonstrated very good 

efficiency in solving both single objective optimization and 

multi-objective optimization problems. This algorithm 

mimics the main characteristics of the pollination process of 

flowering plants, Pollination considered in this algorithm 

follows biotic pollination and cross pollination process which 

leads to both local and global search capabilities. After the 

improvement of the fundamental FPA by Xin-She Yang 

(2013) [24], many researchers from many field have utilize 

this algorithm into diverse applications and hybridize it with 

many algorithms in order to overcome its limitations via a lot 

of research papers available in the literature. For example, 

Chiroma et al. gave a brief review of some past applications 

of FPA [5]. Also Alam et al. carried out photovoltaic 

parameter estimation using FPA [3]. Sayed et al. [18] have 

treated the feature selection by using a clonal FPA. Moreover, 

Velamuri et al. used FPA to optimize economic load dispatch 

[20]; while a binary flower pollination algorithm to do EEG 

identification was developed by Rodrigues et al. [17]. 

Furthermore, Zhou et al. introduced an elite opposition-based 

FPA [27] as well as Mahdad et al. presented an adaptive FPA 

to solve optimal power flow problems [14], whereas 

Abdelaziz et al. solved placement problems in distribution 

systems using FPA [2]. New variants of FPA are still 

emerging [11, 19]. 

The importance of this paper resides by considering 

(IVPs) as an optimization problem implemented by means 

of FPA [24] in order to find numerical solutions for this 

problem, hence the obtained results are compared by those 

of Euler method and the exact results of the studied 

example. Comparisons are made in terms of solution 

quality. 

This paper is organized as follows. The formulation of the 

problem is revealed in section 2; section 3 provides basics on 

FPA and its main steps for finding an approximate solution of 

(IVP). The Section 4 exposes an example to show how the 

FPA can lead to a satisfactory result for solving (IVP). The 

comments and conclusion are made in section 5. 

2. Problem Formulation 

2.1. Objective Function 

The main idea behind the algorithm is to use the finite 

difference formula for the derivative and equation (1) we 

obtain, 

y(x') − y(x'())
h ≈ f ,x'(), y-x'()./. 

Thus, 

01(0123
4 ≈ f(x'(), y'()). 

Consequently, the error formula is considered as: 

[y' − y'()
h − f(x'(), y'())] 5 

The objective function, associated to Y= (y₁,y₂,…, y6) will 

be: 

F(y) = ∑ [01(0123
4 − f(x'(), y'())] 56

9:)              (2) 

2.2. Consistency 

Calculation of Y=(y₁,y₂,…, y6) is very interested because 

it minimizes the objective function in equation (2). Taylor’s 

Formula order 1 yields: 

y' = y'() + hy′'() + O(h5), j = 1, … , d. 

So, 

y' − y'()
h = y′'() + O(h) 

By subtracting f(x'(), y'()) from both sides of last 

equation: 

01(0123
4 − f-x'(), y'(). = y′'() − f-x'(), y'(). + O, j=1,…,d. 

The last relation shows that the final value Y=(y₁,y₂,…, 

y6) is an approximate solution of (IVP), for small value of h. 

3. Flower Pollination Algorithm (FPA) 

3.1. Flower Pollination Description 

Pollination is very important. It leads to the creation of 

new seeds that grow into new plants. It begins in the flower. 

Flowering plants have several different parts that are 

important in pollination [21]. Flowers have male parts called 
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stamens that produce a sticky powder called pollen. Flowers 

also have a female part called the pistil. The top of the pistil 

is called the stigma, and is often sticky. Seeds are made at the 

base of the pistil, in the ovule. To be pollinated, pollen must 

be moved from a stamen to the stigma [23]. There are two 

types of pollination: 

1. Self Pollination (Abiotic pollination): Only about 10% 

of plants fall in this category, it’s the fertilization of one 

flower, when the pollen from a flower pollinates the same 

flower or flowers of the same plant; it does not require any 

pollinators. It occurs when a flower contains both the male 

and the female gametes, is a process where the pollination 

happens without involvement of external agents [22] (Figure 

1) 

 

Figure 1. Self pollination. 

2. Cross Pollination (biotic pollination): Is typically 

associated when pollen from a plant’s stamen is transferred to 

a different plant’s stigma (of the same species), and such 

transfer is often linked with pollinators. Pollination occurs in 

several ways: 

a. People: They can transfer pollen from one flower to 

another, but most plants are pollinated without any help 

from people. 

b. Animals: such as bees, butterflies, moths, flies pollinate 

plants by an accidental way when they are at the plant 

to get food. The pollinators can fly a long distance, thus 

they can consider as the global pollination [8]. In 

addition, bees and birds may behave as Levy flight 

behavior [16, 24], with jump or fly distance steps obey 

a Levy distribution. Furthermore, flower constancy can 

be used an increment step using the similarity or 

difference of two flowers [8, 21]. 

c. Wind and Diffusion in water: it picks up pollen from 

one plant and blows it onto another (Figure 2). 

 

Figure 2. Cross pollination. 

3.2. FPA formulation 

The four rules given below are used to summarize the 

above characteristics of pollination process, flower constancy 

and pollinator behavior [21]. 

1. Biotic and cross-pollination is considered as global 

pollination process and pollinators carrying pollen 

move in a way that confirms to Levy flights. 

2. For local pollination, abiotic pollination and self-

pollination are used. 

3. Flower constancy can be considered as the reproduction 

probability is proportional to the similarity of two 

flowers involved. 

4. Local pollination and global pollination is controlled by 

a switch probability ? � [0,1�. 
Since the pollination process happen by producing 

multiple flowers by each plant and the same every flower 

patch often release millions and even billions of pollen 

gametes, in FPA it was assumed that each plant only has one 

flower, and each flower only produce one pollen gamete for 

simplicity reasons. Thus, there is no need to distinguish a 

pollen gamete, a flower, a plant or solution to a problem. This 

simplicity means a solution 
A  is equivalent to a flower 

and/or a pollen gamete. 

Based on the previous discussions, FPA was designed on 

two principle supports that are the global pollination and the 

local pollination: 

In the global pollination step, flower pollens are carried by 

pollinators such as insects, and pollens can travel over a long 

distance because insects can often fly and move in a much 

longer range. This ensures the pollination and reproduction 

of the fittest, and thus we represent the fittest as BC. The first 

rule plus flower constancy can be represented mathematically 

as: 

x9DE) � x9D " L�gC � x9D
, 
where 
AH  is the pollen i or solution vector 
A  at iteration t, 

and BC is the current best solution found among all solutions 

at the current generation/iteration. The parameter L is the 

strength of the pollination, which essentially is a step size. 
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Since insects may move over a long distance with various 

distance steps, we can use a Levy flight to mimic this 

characteristic efficiently. That is, we draw L > 0 from a Levy 

distribution 

I~
KΓ(K) sin ,PK

2 /
P

1
R)ES ;  �R U RV W 0
. 

Here X�K
  is the standard gamma function, and this 

distribution is valid for large steps s > 0. 

The local pollination (Rule 2) and flower constancy can be 

represented as 

x9DE) � x9D " Y�x'D � xZD 
 

Where 
[H and 
\H  are pollens from the different flowers of 

the same plant species. This essentially mimics the flower 

constancy in a limited neighborhood. Mathematically, if  
[H 

and 
\H  comes from the same species or selected from the 

same population, this become a local random walk if we 

draw ]  from a uniform distribution in [0,1]. Most flower 

pollination activities can occur at both local and global scale 

[24]. 

In principle, flower pollination process can happen at both 

local and global levels. But in reality, flowers in the 

neighborhood have higher chances of getting pollinated by 

pollen from local flowers than those which are far away. To 

simulate this feature, a proximity probability (Rule 4) can be 

commendably used to switch between intensive local 

pollination to common global pollination. To start with, a raw 

value of p=0.5 may be used as an initial value. A preliminary 

parametric study indicated that p=0.8 may work better for 

most applications. To formulate the updating formulas, these 

rules have to be changed into correct updating equations. 

The main steps of FPA or simply the flower algorithm [24] 

are illustrated via Table 1, while FPA flowchart is represented 

in Figure 1. 

4. Example Results 

To illustrate the treated method and to demonstrate its 

computationally efficiency, the exponential problem is 

considered by taking a uniform step size h. 

The main motivation in the selection of the application 

example comes from the great importance of the exponential 

equation in modeling the real life problems. Exponential 

functions are frequently used to model the growth or 

depreciation of financial investments, population growth, 

radioactive decay, and phenomena where a quantity is 

allowed to undergo unrestrained growth. 

In Table 3 the FPA results vs. the exact results for the 

studied problem is presented. Table 4 presents the absolute 

error. For convenience, the parameters settings to generate 

the FPA are presented in Table 2. All computations were 

performed on an MSWindow 2007 professional operating 

system in the Matlab environment version R2013a compiler 

on Intel Duo Core 2.20 Ghz PC. 

Let a simple (IVP): 

^dydx � y, 0 � x � 1y�0
 � 1                

 

Figure 3. Flowchart of FPA. 

For _ � 10, # �, 
₀ � 0, �₀ � 1, The exact solution is 

��

 � `a . 
The objective function 

F�y₁, y₂, , … , y)V
 � ∑ by' � y'()h � f-x'(), y'().c5)V9:)
� ∑ by' � y'()h � y'()c5)V9:)

 

Table 1. Pseudo code of FPA. 

Pseudo code of the proposed Flower Pollination Algorithm 

Objective min or max f�x
, x � �x), x₂, . . . , x6
 
Initialize a population of n flowers/pollen gametes with random solutions 

Find the best solution gC in the initial population 

Define a switch probability p∈[0,1] 

while (t <MaxGeneration) 
for i=1:n (all n flowers in the population) 

if rand<p, 
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Draw a (d-dimensional) step vector L which obeys a Levy distribution 

Global pollination via x9DE) � x9D " L�gC � x9D
 
else 

Draw from a uniform distribution in [0,1] 
Randomly choose j and k among all the solutions 

Do local pollination via x9DE) � x9D " Y�x'D � xZD 
 

end if 

Evaluate new solutions 

If new solutions are better, update them in the population 
end for 

Find the current best solution gC 
end while 

Parameters adopted for the FPA algorithm are given in 

Table 2: 

Table 2. Parameters adopted for the FPA. 

Parameter Value 

Dimension of the search variables (d) 10 

Total number of iterations (N) 2000 

Population size (n) 20 

Probability switch (p) 0.8 

The obtained results, the comparison of the method to the 

exact solution and Euler's method are shown in Table 3. 

Table 3. Exact and Numerical results by FPA method of example for d=10. 

i de  Exact Results FPA Results Euler Results 

1 0.1 1.1052 1.1053 1.1000 

2 0.2 1.2214 1.2215 1.2100 
3 0.3 1.3499 1.3492 1.3310 

4 0.4 1.4918 1.4907 1.4641 

5 0.5 1.6487 1.6467 1.6105 
6 0.6 1.8221 1.8191 1.7716 

7 0.7 2.0138 2.0093 1.9487 

8 0.8 2.2255 2.2195 2.1436 
9 0.9 2.4596 2.4524 2.3579 

10 0.1 2.7183 2.7094 2.5937 

Numerical results in Table 3 are illustrated in the Figure 4. 

The comparison between the performances of FPA and Euler 

face to the exact results confirm that FPA is better than Euler 

because it has a very close curve to the exact curve contrary 

to Euler method. 

 

Figure 4. Numerical solutions plot of example for d=10. 

Table 4 presents the absolute error between exact results 

and the studied methods outcomes. 

Table 4. Absolute Error of FPA and Euler methods of studied example. 

i de  Abs. Error of FPA 

method 

Abs. Error of Euler 

method 

1 0.1 0.0001 0.0052 

2 0.2 0.0001 0.0114 
3 0.3 0.0007 0.0189 

4 0.4 0.0011 0.0227 

5 0.5 0.0020 0.0382 
6 0.6 0.0030 0.0505 

7 0.7 0.0045 0.0651 

8 0.8 0.0060 0.0819 
9 0.9 0.0072 0.1017 

10 0.1 0.0089 0.1246 

The Figure 5 shows their graphical representations. In both 

representations of the absolute error, FPA method offers a 

very negligible absolute error compared to Euler method. 

 

Figure 5. Absolute Error plot of example for d=10. 

5. Discussions 

The FPA have successfully developed to take off the 

characteristics of flower pollination. Our simulation results 

indicate that FPA is simple, reduces time, flexible and 

exponentially better to solve optimization (IVP). 

6. Conclusion 

The flower pollination algorithm is an efficient 

optimization algorithm with a wide range of applications. In 

this study, we apply the FPA to solve approximately an 

(IVP), via a chosen example and after a comparison between 

the exact solutions, the algorithm outcomes and Euler 

method results; FPA was found exponentially better by 

offering accurate solutions with smallest amount error. 

It is important pointing out that the current results are 

mainly for the standard flower pollination algorithm. It will 

be useful if further research can focus on the extension of the 

proposed methodology to optimize (IVP) by other variants of 
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FPA. Ultimately, it can be expected that the proposed 

problem can be optimized by other meta-heuristic algorithms 

as well. 

FPA having remarkable ability to solve a wide range of 

problems and highly non linear problems efficiently, it works 

well with complicated problems, As a future research, there 

are profound studies on FPA that will improve the algorithm 

such as the parameter tuning, parameter control, speedup of 

coverage, using of more diverse parameters, more extensive 

comparison studies with more open sort of algorithms…etc. 

Also, FPA should be applied in several applications of 

engineering and industrial optimization problems. 
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