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Abstract: This paper deals with the identification problem of defective products of door strikers installed in automobiles based 

on their hammering sounds. The difference of the hammering sounds between defective and acceptable products is very small 

and each sound signal has a unique pattern. The capabilities of conventional human sensory tests are not enough to identify such 

differences between these two classes. Hence it is suggested to apply deep learning algorithms (DLA) as per the versatility and 

feature extraction power. Usually, some kinds of pre-processing are adopted before the application of DLA in order to increase 

the accuracy of inspection as well as to reduce the training and the application time of DLA. In this paper, the combinations of 

five kinds of pre-processing techniques and three types of DLAs are applied to the actual hammering sounds inspection of door 

strikers. Especially in two types of DLAs, the sound data have been evaluated as images. The evaluation results show that the 

combination of the wavelet analysis and the Convolutional Neural Network (CNN) only attained the 100% accuracy of 

inspection with great response time. The wavelet analysis and the CNN are independently attain the high performances 

comparing with others and it is likely that they are useful in this kind of hammering sound inspections. 

Keywords: Pre-Processing, Deep Learning Algorithms, Non-Destructive Testing, Door Striker,  

Convolutional Neural Network, Wavelet Analysis 

 

1. Introduction 

Currently, many industrial quality control inspections are 

based on non-destructive inspection methods and 

conventional approaches are carried on to identify the testing 

pattern by human, co-called a human sensory test. In many 

cases, sound waves have been considered as a media for 

Quality Analysis (QA) or Quality Control (QC) activities 

because of their various features or properties such as 

frequency, wavelength, amplitudes, wave speeds, intensities, 

timbres and directions can be considered for any kind of 

analysis. 

In this research, hammering sounds are considered as input 

media. The hammering sound inspection is strongly 

dependent on human experts’ experiences. Additionally the 

processing time is also a crucial factor to keep the production 

rate efficient. Moreover, the inspection process may be getting 

worse with the presence of environmental noise or the 

non-hammering sounds. Because of the industrial applications, 

if even a single defected piece passes through the inspection 

process, such an inspection system would not be practical. 

This research adopts the deep learning approach and the 

variation of hammering sounds of automobile “door strikers” 

is used to identify defect products which cannot be performed 

by a human. As shown in Figure 1, an automobile door striker 

(simple, a door striker) may actually seem simple and not very 

complex. The striker is primarily responsible for precise and 

flush car door closure and also for keeping the door securely 

closed. This is made of hardened steel to resist wear as it is 

subjected to constant contact with the door latch. Usually 

strikers last for the life of the vehicle, however, they can 

sometimes develop problems and cause issues with the doors. 

Usually a bad or failing door strikers may cause serious 

accidents too. Common manufacturing failures of door striker 

are based on material internal air cavities, or cracks or 

scratches. 
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Figure 1. Automobile door striker. 

 The configuration of this paper is as follows. In Chapter 2, 

some current approaches in the hammering sound inspection 

are shown. Chapter 3 is assigned to the description of 

proposed approach. Here, the combinations of pre-processing 

and DLA`s are suggested. The experimental results are 

reported in Chapter 4 and the best combination of PPT and 

DLA is shown. Finally, this paper is concluded in Chapter 5. 

2. Current Approaches 

The same research [1] is performed by using Support Vector 

Machine (SVM) and the supervised learning approach uses to 

solve the door striker inspection problem. The advantage of 

this approach is its speed in both of the learning and the 

judgement processes. In this research, the hammering sound 

has firstly transformed to the spectrum distribution by using 

Fast Fourier Transform (FFT) and then, the spectrum 

distribution is an input to the SVM. This approach attained the 

good quality in some experiments, actually, 95.2%, however, 

the practical level performance has not yet been attained 

because both of 100% detection rate and 100% accuracy rate 

are indispensable in the product inspection. Actually, the 

typical defected sample can be properly excluded, however, 

such defected samples as difficult to detect are not recognized 

in this approach. 

The hammering sound inspection is generally much more 

difficult than the appearance inspection because the 

hammering sound is very sensitive to the recording 

environments and noises. Up to now, as two types of 

hammering sound inspection methods, off-line and on-line, 

several papers are published. The off-line hammering sound 

inspection means that the collected data will be checked 

without any limit of time. For example, the hammering sounds 

are all recorded at field sites and then, those data are analyzed 

and checked in the laboratory or office. They are mainly 

applied to various kinds of artifacts [2, 3, 4, 5, 6]. However, 

the accuracy of inspection is not necessarily sufficient even if 

human experiences are utilized. Moreover, as for the on-line 

hammering sound inspection, only an automatic crack 

detector for eggs [7] is commercially available, however, its 

accuracy is still 95%. 

In regardless of hammering sound, EEG signal 

classification researches also have shown much better results 

[8, 9, 10]. But such a medical applications, time is not a crucial 

factor compared to a production line. 

3. Proposed Approach 

In this application, a combination of DLA and 

Pre-Processing Technique (PPT) which shows optimum 

performance is proposed for the signal data classification after 

analyzing different combinations as shown in Figure 2. 

In this research flow, the recorded sound data are put into 

the classification process. The classification process consists 

of all combinations of five PPTs and three DLAs. The details 

of these PPTs and DLAs are described in the followings and 

the best combination is determined against the actual 

hammering sounds of door strikers. 

 

Figure 1. Research flow chart. 

3.1. Hammering Sound Inspection System 

The sound inspection system dealt with in this research is 

shown in Figure 3. This system consists of hammering sound 

inspection and the appearance inspection which are controlled 

by the Programmable Logic Controller (PLC). 

The hammering sound inspection system consists with 

hammering sound generation mechanism, hammering sound 

recording system and a Personal Computer (PC). The PC is 

used for pre-processing the data and for execution of 

GUI-based operating and monitoring interface. The 

embedded system consisting of one board computer and 

specific software which is developed for signal modulation 

and demodulation operations. The hammering sound 

generation adopts the free-fall dropping method which is just 

the way used by human testers. The synchronization between 

free-fall dropping from several centimeters height and the 

hammering sound recording (which is within in 0.1 or 0.2 

seconds) should be very much precise and this is controlled 

by the PLC. Here, it is really important to maintain minimum 

surrounding noises without affecting to the quality of 

hammering sounds. 
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Figure 3. Hammering sound inspection system. 

3.2. Data Pre-Processing 

The output of DLA always not only depends on its design 

and performance but also very dependent on the quality and 

suitability of input sound signals. Hence, the input sound 

signals having negative factors such as noise, missing values, 

inconsistent and superfluous data highly influence the feature 

extraction and classification. With this scenario, the input 

signal data is subjected to various PPTs to increase the output 

accuracy despite of having high power of different feature 

extracting methods for the data classification. Following PPTs 

have generated a good detailed discrete signals. 

3.2.1. Short Term Energy Analysis (STEA) 

The total energy of a signal can be expressed as in (1). 

���� � ∑ �����. 
�� �����
�����         (1) 

Here, n is the shift / ratio in number of samples at which we 

are interested in knowing the short term energy. W represent 

the windowing function of finite duration and S is the discrete 

signal. 

3.2.2. Wavelet Analysis (WA) 

The WA uses filters of different cutoff frequencies to 

analyze the signal at different scales. As shown in Figure 4 (a), 

the signal X [n] is passed through a high pass filter H to 

analyze the high frequencies by removing low frequencies and 

low pass filter G to analyze the low frequencies by removing 

high frequencies. The output of G is called wavelet 

approximation coefficient and the output of H is called the 

wavelet detailed coefficient. The process is continued to 

decompose the signal to a pre-defined certain level. This 

operation is called decomposition.  

After the decomposition is completed as per the predefined 

level, then the signal reconstruction process is continued as 

shown in Figure 4 (b). Basically, the reconstruction is the 

reverse process of decomposition. The approximation 

coefficient and detailed coefficients at every level passed 

through the low pass and high pass filters G'and H' then added. 

This process is continued through the same number of levels 

as in the decomposition process to obtain the original signal 

approximation X'[n]. The H, H', G and G' were defined as per 

the selected wavelet. In this research Sym 4 wavelet was used 

for the above analysis. [11]. 

 

(a) Wavelet decomposition 

 
(b) Wavelet reconstruction 

Figure 4. Level 3 wavelet analysis. 

3.2.3. Cross- Correlation (CC) 

This is a standard method of estimating the degree to which 

two series are correlated. Consider two series X (i) and Y (i) 

where i = 0, 1, 2,..., N-1. The cross correlation r at delay k can 

be defined as (2) [12]. 

�� � ∑ ��������	���������
�∑ �������� �∑ �	����������

           (2) 

Here, �� � �
 	∑ �! !��  & "� � �

 ∑ "! !��   

3.2.4. Fast Fourier Transform (FFT) 

For any function X (t), the Fourier transform X (s) can be 

expressed as in (3), where the product of x and s is 

dimensionless. Often x is a measure of time t (time-domain 

signal) and therefore, s corresponds to the inverse time, or the 

frequency (frequency-domain signal) [13]. 
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3.2.5. Discrete Walsh-Hadamard Transform (DWHT) 

Walsh–Hadamard transforms are also known as Walsh or 

Walsh-Fourier transforms. This is an orthogonal 

transformation that decomposes a signal into a set of 

orthogonal, rectangular waveforms called Walsh functions as 

shown in Figure 5. In here, each row of the Hadamard matrix 

(Figure 5 (a)) represents a unique Walsh function (figure 5 (b)) 

and hence the number of Walsh functions are equal to the 

number of rows in Hadamard Matrix [14]. 

 

Figure 5. Example descrete Walsh-Hadamard transform. 

Forward Walsh-Hadamard Transform yn of signal xt with 

length n can be expressed as (4). Here, WALn,i is the Walsh 

function with length N. 

* � �
(∑ #!(��!�) +,- ,!                 (4) 

3.3. Overview of DLA 

DLA can be defined as a Neural Network architecture 

facilitating deep learning, retrieval and analysis of data that 

are deeply buried in input information and otherwise not 

easily retrievable. Their ability to dig deeply in the input data 

is often superior and/or faster to other non-neural network 

computational methods due to their efficient integration of 

mathematical, logical and computational methods. The 

network consists of nodes or units connected by links. Each 

link has a numeric weight associated with it. The weights are 

the primary means of long-term storage in neural networks 

and the learning usually takes place by updating the weights. 

The error function E shown in (5) is calculated as per the 

gradient descent method with mean square error starting from 

random weights. Here, O is predicted output and T is correct 

output. 

E =	�� ||0	– 	2||�                 (5) 

The gradient of the error function E can be expressed as in 

(6). 

3 E=
56
57�                      (6) 

Then the updated weight 
! 87 from the previous weight 


!9:; can be defined as in (7).  


! 87=
!9:; �ή ∙3 �              (7) 

Here ή represent the learning rate of the iteration [15, 16, 

17]. 

The backpropagation is normally used for network learning 

which consists of three main operations such that forward pass, 

backward pass and weight update. Then the new weight value 

is used to generate new output. These processes are continued 

until the error function reaches the global minimum. 

It is important to understand the difference between the 

supervised learning and the unsupervised learning network 

behavior. In the supervised learning, input and output pairs 

(Target) have to be fed in to the network. In contrast, 

unsupervised learning the same input is treated as a target. As 

per the output of each network, the error function can be 

defined. In this research, there are three types of network 

which are subjected for the classification. 

3.3.1. Feed Forward Network (FFN) 

An FFN consists of input layer, {x1, x2, x3, …, xn}, single 

hidden layer, {f1, f2, f3, …, f30} and output layer Y as shown in 

Figure 6. The performance of the network varies with the 

number of neurons in hidden layer. Here, 30 number of 

neurons ae included in the hidden layer for the classification. 

This network is trained under the supervised learning method. 

Hence the target and input pair has to be fed in to the network 

during the training. 

 

Figure 6. Two layered FFN. 

3.3.2. Stacked Auto Encoder (SAE) 

Auto-encoders are simple learning circuits which used to 

regenerate the signal with the least possible amount of 

deformation. The Deep Neural Networks (DNN) are 

implemented in three ways by stacking single, 2 and 3 

auto-encoders such as SAE-1, SAE-2 and SAE-3, respectively 

shown in Figure 7. Following equation can be expressed with ƒ 

and g, where, f is the function from the input layer to the hidden 

layer and g is the function from the hidden layer to the output 

layer. Hence, the output of each layer can be expressed as (8). 

= � g (Y)� g∙ƒ	�X�,            (8) 

where, Y	� ƒ	�X�. 
The goal of this learning algorithm is to minimize the error 
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function ��!  defined in (9). 

��! � �@� ∑ ∆� !�� g ∙ ƒ	�#!,�, #!,�       (9) 

Here, ∆ is the dissimilarity between the output vector and 

the input vector [18]. 

3.3.3. Convolutional Neural Network (CNN) 

The CNN consists of complex structure as shown in Figure 

8. In this research, the pre-trained network model designed by 

Alex, Ilya and Geoffrey in University of Toronto [19], is used 

for the classification. Basically CNN is used for image 

classification by extracting its features. The image passes 

through different kind of layers, each having specific 

operation with input the signal image.  

    
Figure 7. Stacked auto-encoders. 

    
Figure 8. Configuration of CNN. 
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The network consists of 25 layers. The convolutional layer, 

the pooling layer and the Rectified Linear Unit (RELU) layers 

are fully connected repeatedly. The convolutional layer 

generates the key operation such that the input image is 

convoluted with learnable kernels (K) and generates a new 

feature map (FM) for specific kernel as per (10). The 

projection of kernel into input image is called the Receptive 

Field (RF) [20]. 

FM=∑ ∑ �CD�# � E, * � F�G�#, *�H97IJ�)�9:K� IL�)      (10) 

3.4. Input Data Structure 

Even though the hammering sound is continuous signal, it is 

copied into the system and then signal becomes a discrete 

form such that the x axis represents a small time interval and 

the y axis represents the amplitude of the sound. Therefore, the 

signal can be represented as a 1D matrix array. This data form 

is not changing while PPTs are applied. 

For FFN, the data can be fed in to the network as its original 

1D matrix form. However, for CNN and SAE, the data need to 

be converted into the 2D images before fed into the network. 

The 1D matrix array is then converted into the 2D matrix by 

specifying correct dimension to fit each element of the 2D 

matrix as shown in Figure 9. Then the combinations of five 

PPTs and three DLA are suggested as shown in Figure 10. 

    
Figure 9. 2D image conversion of hammering sound. The size of original signal was adjusted to generate square 2D image as shown in (b).  

    
Figure 10. Suggested combinations of PPTs and DLAs. 

Each element of the above matrix determines the intensity 

of the corresponding pixel. Especially in a gray scale image, 

each element of the matrix is fixed between the specific 

integer numbers, 0 and 255. Specifically 0 represents the 

minimal intensity as a black pixel and the integer 255 

represents a maximum intensity as a white pixel. The value of 

element in the matrix higher than 255 gives a white pixel and 

lower than 0 gives a black pixel. Then, after the conversion of 

original hammering sound wave signal into 2D image as 

shown in Figure 9 (b), the grayscale image with the element 

values between 0 and 255 are generated. 

These images converted from hammering sounds are grouped 

into training data and testing data as shown in Figure 11. 
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Figure 11. Image training flow chart. 

4. Experimental Results 

Three types of datasets used in the experiments are as per 

Table 1. They are actually obtained in the hammering sound 

inspection system shown in Figure 3 based on the same way as 

that in the factory. 

Table 1. Datasets used in experiments. 

Datasets Acceptable Samples Defective Samples Total 

Dataset 1 269 145 414 

Dataset 2 500 500 1000 

Dataset 3 3000 1950 4950 

Three datasets with five kinds of PPTs along with raw 

dataset are applied to three DLAs which generated totally fifty 

four (3x6x3) of system outputs to identify best combination 

showing the highest system accuracy. The applications are 

performed by using MATLAB R2016b with Neural Network 

Toolbox, Parallel Computing Toolbox™ with 

CUDA®-enabled NVIDIA® GPU with compute capability 5. 

 

(a) Evaluation results against Dataset 1 

 

(b) Evaluation results against Dataset 2 
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(c) Evaluation results against Dataset 3 

Figure 12. Comparisons of accuracies of combinations of PPTs and DLAs.

By analyzing accuracy curves shown in Figure 12, CNN 

shows the best results with 64.2% minimum performance and 

only this network gives 100% maximum accuracy for all 

datasets with WA conversion. Meanwhile DS-3 shows 

maximum results having 97.56% minimum and 100% 

maximum. With all of these factors, CNN shows promising 

results than other DLAs. By considering all the results gained 

so far, following facts can be highlighted. 

The accuracy always changed with key factors such as the 

network architecture, the learning rate, number of hidden 

layers, training algorithm, number of iterations etc., and can 

be defined as per the user. However, every DLA is used to be 

trained several times until showing better accuracy and this is 

a common practice.  

For the DNN training, large training dataset should be 

needed to increase the performance which may cause to delay 

the process to some extent. Overfitting is a key aspects to be 

happened in the DLA training that leads to decrease the 

accuracy of testing samples while showing great accuracy in 

training samples. 

The main drawback is that the internal operation of DNN 

cannot be determined. Once the network trained and if the 

given output is beyond the expected level, then the reason is 

really difficult to predict what leads to the lack of confidence 

of the network output. This is one of our future research 

themes. 

Overall, it is shown that each dataset transformed with WA 

generates best results with CNN based on the observations 

showing 100% data classification accuracy. 

5. Conclusion 

This paper deals with the problem what combinations of 

pre-processes and deep learning algorithms give the best 

performances by using the actual hammering sound 

inspection problem. Five kinds of such pre-processes as 

Short Term Energy Analysis, Wavelet Analysis, 

Cross-Correlation, Fast Fourier Transform and Discrete 

Walsh-Hadamard Transform are adopted. As deep learning 

algorithms, Feed Forward Network, Stacked Auto Encoder, 

and Convolutional Neural Network are used. The 

experimental results show that only the combination of 

Wavelet Analysis and Convolutional Neural Network attains 

100% accuracy against three datasets consisting of actual 

hammering sounds. Moreover, it is concluded that 

Convolutional Neural Network attains the highest accuracy 

among deep learning algorithms and also Wavelet Analysis 

is the best among pre-processes. As future work, the detailed 

processes inside of deep learning algorithms should be 

analyzed, the incremental learning should be researched and 

the hammering sound inspection system implementing the 

obtained best combination is should be in practical use as 

soon as possible. Moreover, it is expected that other DLA 

application areas of the combinations dealt with in this paper 

would be investigated. 
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