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Abstract: Mobile Money Transfer services have eased the means of transferring money from one mobile phone user to 

another in Kenya. Since the introduction of the services there is disparity in adoption of different mobile money transfer 

platforms in Kenya. In this study Structural Equation Modeling was used to create a model of factors that influence the 

adoption and usage of Mobile Money Transfer services in Kenya. The findings in this study provide useful information to 

Mobile Network Operators that they can use in implementation of their Mobile Money Transfer service. The study was 

conducted in Juja Township. The study established that the independent variable namely, Performance Expectancy, Effort 

Expectancy and Social Influence had significant influence on Behavioral Intention towards the use of a given Mobile Money 

Transfer service. This means that the MMT’s users would continue to use a given Mobile Money Transfer service they have 

chosen. Facilitating Conditions was found to be a significant factor in predicting adoption and use of Mobile Money Transfer 

for males and females where gender was used as moderating factor. Also Behavioral intention was a significant determinant of 

Use Behavior of Mobile Money Transfer services. In conclusion the research model was found to be important in determining 

factors that influence the adoption and use of a given Mobile Money Transfer service. 

Keywords: Mobile Money Transfer Services (MMT’s), Mobile Network Operators (MNO),  

Structural Equation Model (SEM) 

 

1. Introduction 

1.1. Background of the Study 

Mobile Money Transfer services have eased the means of 

transferring money from one mobile phone user to another. 

The service has enabled the non banked and banked 

population to be able to store, send and receive money. 

MMT’s has broken the social and cultural boundaries in 

money transfer. 

The services allow customers to credit their accounts at 

local authorized agents then they can transfers the money to a 

different person’s phone or redeem it as cash or use the 

money in paying bills or loan repayment amongst other 

services. Mobile money systems have created both non-

professional and professional jobs, such as people working as 

agents and telecommunication experts employed by mobile 

network operators. 

Currently each of the mobile service providers in Kenya 

has a mobile money transfer service. Safaricom’s M-PESA 

was the first to be introduced in March 2007, Airtel’s, Airtel 

Money (formerly known as ZAP) was introduced in February 

2009, and Orange’s. 

Orange Money was initiated in November 2010. 

Penetration and use of MMT services in Kenya is 

increasing gradually [14]. Scholarly research about mobile 

money transfer is generally said to be scarce [15].Therefore 

there is a need, to understand users’ acceptance of mobile 

Money and to identify the factors affecting their intentions to 

use Mobile Money Transfer service. 

This information can assist MNO’s and service providers 

of Mobile Money Systems in creating services that 

consumers want to use, or help them discover why potential 

users avoid using the existing system [19]. 

1.2. Statement of the Problem 

In Kenya before the emergence of MMT’s, people could 

send their money through buses or friends. The post office 

offered a variety of different money transfer products 
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including instant money transfer (post pay) and money orders 

which would be delivered to the post office closest to the 

recipient [12]. Banks and money transfer companies such as 

Western Union or Moneygram also offered transfer services, 

although their outlet or branch networks were not as 

extensive as the post offices [16]. 

Introduction of MMT’s was more efficient, effective and 

safe than traditional methods. Safaricom Kenya introduced the 

first mobile money transfer platform in Kenya M-PESA. Later 

the other mobile network operators introduced their own 

platforms. The data of the mobile money transfer services in 

Kenya Table 1 indicates there is disparity in adoption of 

different mobile money transfer platforms in Kenya.  

Despite the disparity since the introduction of MMT’s, the 

factors which cause the disparity have not been 

modeled .Therefore this study would model factors 

influencing adoption and usage of the MMT’s in Kenya. 

Table 1. Kenya Mobile Money Market Assessment. 

MMT Mobile Subscribers Mobile Money Subscribers 

M-PESA 17,500,000 15,500,000 

Airtel Money 3,800,000 2,800,000 

Orange Money 2,100,000 115,000 

Yu Cash 1,600,000 650,000 

Source: Better than cash: Kenya Mobile Money Market Assessment 

(USAID, 2011) 

1.3. Justification of the Study 

It is important to develop a model that explains factors that 

influence adoption and usage of MMT’s in Kenya. Findings 

from this study would benefit the MNO’s in Kenya by 

providing useful information that they require in 

implementation of MMT’s. A better understanding of these 

factors would enable them to develop suitable business 

models, awareness programs and marketing strategies in order 

to ensure adoption and continued usage of their services. The 

research sought to add to the existing body of Knowledge 

which would be useful for decision making purposes. 

1.4. Objectives 

1.4.1. General Objective 

To model the factors that influence consumer behavior 

towards the adoption and usage of Mobile Money transfer 

services in Kenya. 

1.4.2. Specific Objective 

1. Structural equation modeling of independent variables 

namely Performance Expectancy, Effort Expectancy, Social 

Influence and Facilitating Conditions towards use of MMT’s. 

2. Structural equation modeling in the presence of a 

moderating effect. 

2. Review of the Previous Studies 

Structural equation modeling has been applied in various 

fields such as in economics, social sciences and psychology. 

[20] applied structural equation modeling to investigate the 

key factors that influence the Ghanian consumers acceptance 

and use of mobile money transfer technology using key 

constructs from the Technology Acceptance Model (TAM) 

and Diffusion of Innovation (DoI) theories. His study 

established that the results were consistent with key TAM 

and DoI constructs. 

In the study Perceived Ease of Use and Perceived 

Usefulness were the most significant determinants of 

Behavioral Intention to use mobile money transfer in Ghana. 

In his study Perceived Trust, Triability and Personal Risk 

were found also to significantly affect Behavioral Intention. 

[19] applied structural equation modeling in investigating 

factors that affected the Intention to Adopt Internet Banking 

in Jordan using the Technology Acceptance Model (TAM). 

The study revealed that, Perceived Usefulness, Perceived 

Ease of Use and Perceived Trust was important determinant 

of Behavioral Intention to adopt Internet Banking in Jordan. 

[2] applied structural equation in testing a conceptual model 

of oral health. 

The study aimed to, test the model in a general population 

sample using data from the UK adult dental health survey (N 

= 5268), the second objective was, to cross-validate these 

results in two different and diverse samples—edentulous 

elders (N = 133) and a clinical sample of xerostomia patients 

(N = 85).  

Structural equation modeling indicated support for the 

model as applied to each of the samples. All of the direct 

pathways hypothesized by the model were significant, in 

addition to several indirect or mediated pathways between 

key variables. 

2.1. Structural Equation Modeling (SEM) 

Structural equation modeling is a term used to describe a 

large number of statistical models which are used to evaluate 

validity of substantive theories empirically. Structural 

equation modeling is an extension of general linear models, 

path analysis and confirmatory factor analysis. 

Linear regression models were the first models that used 

correlation coefficients and least square criterion to compute 

regression weights. Creation of a formula to obtain 

correlation coefficients by Karl Pearson in 1896 provided a 

relationship index for regression models. 

Regression model allows the prediction of dependent 

observed variables given a set of independent observed 

variables. 

Path analysis model was invented by geneticist Sewall 

Wright in 1918, Sewall Wright described the path diagram us 

a pictorial representation of a system of simultaneous 

equations showing the relation between all variables 

including disturbances and errors.  

Wright proposed a set of rules for writing the equations 

relating correlations (or covariance’s) of variables to the 

model parameters. Path analysis provided a means to 

distinguish direct, indirect and total effects of one variable 

on another. 
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Charles Spear man (1927) used correlation coefficient to 

determine which items correlated or went together to create 

the factor model, where his basic idea was that if a set of 

items correlated or went together, individual responses to the 

set of items could be summed to yield a score that would 

measure , define or imply a construct. 

Spearman was the first to use the term factor analysis in 

defining a two factor model [18]. 

The path analysis gained a major boost in social sciences 

when Keesing (1972), Joreskog (1973) and Wiley (1973) 

developed very general structural equation models ,which 

incorporated path diagrams and other features of path 

analysis into their presentations. 

The researchers named these techniques by abbreviation 

JKW model or commonly known as the LISREL (Linear 

Structural Relations) model. According to [13] growth curve 

models could also be incorporated into the structural 

modeling framework. Flexibility of specifying model allows 

growth curve modeling to be implemented using SEM. [5] 

defines Structural equation modeling (SEM) as a statistical 

methodology that takes a confirmatory (i.e. hypothesis 

testing) approach to the analysis of structural theory bearing 

on some phenomenon. The term structural equation modeling 

illustrates two important aspects of the procedure: First the 

causal process under study is represented by a series of 

structural regression equation, and second that these 

structural relations can be modeled graphically to enable a 

clearer understanding of theory under study. 

The hypothesized model can then be tested statistically in 

a simultaneous analysis of the entire system of variables to 

determine the extent to which it is consistent with the data. 

Goodness of fit is examined if it is adequate then, the model 

is acceptable. If inadequate then the relations of the model is 

rejected. 

In SEM, ellipses or circles indicates latent variable, 

rectangle or squares indicating measured variables. Double 

headed curved arrows indicate covariances between two 

variables or error terms which indicate non-directionality. 

 Latent variables are the key variables in structural 

equation modeling such as in psychological concepts 

“intelligence” or “attitude”. 

A structural equation model may include two types of 

latent variables (endogenous and exogenous). Greek 

character "Ksi" (ξ) is used to indicate exogenous variables 

and "eta" (η) to indicate endogenous variable. These two 

types of variables are differentiated based on whether or not 

they are dependent variables in any system of equations 

which are represented in the model. Exogenous variables 

appear as independent variables in all equations, while 

endogenous variables are dependent variables in at least one 

equation, although they may be independent variables in 

other equations in the system. 

A general structural equation consists of two parts: Latent 

variable model and Measurement model. According to [8] 

structural model contains the following: 

The structural model contains exogenous variables 

indicated by Greek character Ksi (ξ), endogenous latent 

variable Eta (η), Gamma (γ) indicates paths connecting ξ to η 

while Beta (β) represents paths connecting two endogenous 

latent variables. 

The exogenous variables in SEM are allowed to co-vary 

freely and the covariance is represented by "Phi" (ɸ). 

Covariance among the error terms are represented by Psi 

(ψ). Structural disturbances are indicated by Zeta (� ). 
Measurement model shows the relations between the 

manifest (observed variables) and latent variables 

(unobserved). According to [8] measurement consists of: 

Variables X and Y which represents actual data collected or 

observations. X and Y are measures of exogenous and 

endogenous variables respectively. 

Each X should load onto one ξ , and each Y should load 

onto one η .The path between an observed variable X and 

exogenous variables is indicated by (Lambda X) i.e the item 

loading on latent variable. 

(Lambda Y) represents path between observed variable Y 

and endogenous variable. Error terms (“disturbances” for 

latent variables) are included in the SEM diagram, 

represented by � ’s for measured variables and � ’s for latent 

variables. The error terms represent residual variances 

within variables not accounted for by pathways 

hypothesized in the model. 

SEM has special characteristics compared to traditional 

methods (e.g. linear regression and Confirmatory factor 

analysis); 

First SEM is a multivariate technique which incorporates 

latent (unobserved) variables and observed variable, while 

the traditional methods analyzes measured variables only. 

SEM solves multiple related equations simultaneously to 

determine parameters. Secondly it allows graphical 

(pictorial) representation of the model which is a powerful 

way to present complex relationships. Third, Structural 

Equation Modeling specifies error explicitly this indicates it 

recognizes the imperfect nature of their measures while 

traditional methods assume measures occurs without errors. 

2.2. Unified Theory of Acceptance and Use of Technology 

(UTAUT) 

UTAUT (Unified Theory of Acceptance and Use of 

Technology) figure 1 is a model which was developed and 

validated by [22]. UTAUT have six constructs: performance 

expectancy, effort expectancy, social influence, facilitating 

conditions which are hypothesized to be fundamental 

determinants of the user behavioral intention of information 

technology. 

According to UTAUT, performance expectancy, effort 

expectancy, and social influence are hypothesized to 

influence behavioral intention to use a technology, while 

behavioral intention and facilitating conditions determine 

technology use; and that gender, age, experience, and 

voluntariness of use have moderating effects in the 

acceptance of information technology. 
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Figure 1. UTAUT model. 

3. Methodology 

The research model for this study is shown in Figure 1. 

UTAUT (Unified Theory of 

Acceptance and Use of Technology) is appropriate model 

in this study since Mobile Money Transfers services 

(MMT’s) are technological applications. 

3.1. Study Variables 

In this study two variables were used namely exogenous 

(independent variables) and endogenous variables (are 

variables which are can be either independent variable in a 

path as well as a dependent variable). 

The exogenous (independent) variable is the research is: 

1. Performance Expectancy (��). 

2. Effort Expectancy (��) 

3. Social Influence (��) 

4. Facilitating Conditions (�	) 

The endogenous (dependent) variables are: 

1. Behavioral Intention (
�). 

2. Use Behavior (
�). 

Indicators are used to measure independent and dependent 

variables since they cannot be measured directly. In this 

study indicators of the independent variables were measured 

using Likert scale (1-5), ranging from “Strongly disagree” to 

“Strongly agree”. 

Indicators (observed variables) of the exogenous 

(independent) variables are: 

PE1(X1) I would find the service useful in my job. 

PE2(X2) Using the service enables me to make 

transactions more quickly. 

PE3(X3) Using the service increases my productivity. 

PE4(X4) Using the service is cheap than others. 

EE1(X5) my interaction with the service is clear and 

understandable. 

EE2(X6) It easy for me to be skillful at using the Mobile 

Money Transfer service 

EE3(X7) I find the service easy to use. 

EE4(X8) Integration of the service with banks is good. 

SI1(X9) People who influence my behavior think that I 

should use the service. 

SI2(X10) People who are important to me think that I 

should use the service. 

SI3(X11) my friends have been helpful in the use of 

Mobile Money Transfer service. 

SI4(X12) in general, many people has supported the use of 

the Mobile Money Transfer service. 

FC1(X13) I have the resources necessary to use the 

system. 

FC2(X14) the service is most appropriate compared to 

others. 

FC3(X15) I have the knowledge necessary to use service. 

FC4(X16) A specific person (or group) is available for 

assistance with service difficulties. 

Indicators (observed variables) of the endogenous 

(dependent) variables are: 

BI1 (Y1) I predict I would use the service in next few days. 
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BI2 (Y2) I plan to use the service next month. 

BI3 (Y3) I intend to use the service in future. 

UB1 (Y4) How many times do you use Mobile Money 

Transfer service during the day? 

UB2 (Y5) How many times do you use Mobile Money 

Transfer service during a week? 

UB3 (Y6) How frequently do you use the Mobile Money 

Transfer service? 

From UTAUT, Facilitating Conditions and Behavioral 

Intention are hypothesized to be the determinants of Use 

Behavior, and Performance Expectancy, Effort Expectancy, 

and Social Influence are hypothesized to be the determinants 

of Behavioral Intention in the context of MMT services.  

This study further hypothesizes that the relationships 

between the determinants and Behavioral Intention/Use 

Behavior would be moderated by Gender and Age. 

Given that the use of MMT services is voluntary, the 

moderating factors of voluntary and experience are excluded 

from the research model. ��� ...  ��
�  are factor loadings (regression coefficients) 

between the measured variables and exogenous variables (ξ’s).  ��� ...  �
�  are factor loadings (regression coefficients) 

between the observed variables and endogenous variables.  

Not indicated in the research model are the error terms for 

the exogenous observed variables �� ...  ��
  and error terms 

for dependent observed variables ��... ��
. ��and �� are latent disturbances (“errors”). 

Gender and Age are moderating factors for behavior 

intention/use which are measured without errors. 

3.2. General Structural Equations 

Structural equation modeling can be represented in 

different frameworks. The general structural equation model 

can be represented by three matrix equations: The data for 

SEM are sample covariance and variances obtained from a 

population (held in S, the observed sample covariance and 

variance matrix). 

p are the number of indicators of latent endogenous 

(dependent) variables, q are the number of indicators of 

latent exogenous (independent) variables. m is number of 

endogenous (dependent) variables, n is the number of 

exogenous(independent) variables. From the research 

model 

Figure 2, p=6, q=16, m=2, and n=4. 
�����= ������ *
����� + ������*������+ ������        (1) 

������=� 0 0��� 0�*������+���� ���0 0 ��� 00 ��	 �* !�!�!"!#
$+�%�%�� (2) 

 

Figure 2. Research model. 

Equation 1 is the general representation of the model 

relating latent variables. Where 
�����  is the vector of the latent endogenous variables, ������  is a matrix of structural parameters relating latent 

endogenous variables ������  is a matrix of structural 

parameters relating latent endogenous to exogenous 

variables, ������ is a vector of latent exogenous variables and ������ are latent endogenous variable structural disturbances 

(errors in equations). 
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(�∗�) +�('∗�)                  (3) 
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Equation 3 is the matrix representation of the 

measurement model relating the observed variable and 

endogenous (dependent) variable. Where &('∗�)  represents 

indicators of latent endogenous variables, (�()∗�)  is a 

matrix of regression coefficients relating indicators to latent 

variables, 
(�∗�)  is the vector of the latent endogenous 

variables, �('∗�)  is a vector of measurement errors in 

endogenous indicators. 9(:∗�)=(�(:∗�)*�(�∗�) +�(:∗�)                   (5) 

/0
01;�;�;";#;<;-56

67=

/0
01

2��=2��=����000
 

440������������56
67*������+

/0
1>�>�>">#><>-56

7
                (6) 

Equation 5 is a matrix representation of the measurement 

model relating the observed variable and exogenous 

(independent) variables. Where  9(:∗�)  is a vector of 

indicators of latent exogenous variables, (�(:∗�) is a matrix 

of regression coefficients relating measured variables and 

latent dependent variables, �(�∗�)  is a vector of latent 

exogenous variables and �(:∗�)  is a vector of measurement 

errors in exogenous indicators. 

For model specification to be complete the following 

covariance’s matrices are defined. � ’s are assumed to be uncorrelated among themselves and 

with η, ξ and ζ. Also it is assumed that the δ’s are 

uncorrelated among themselves and with η, ξ and ζ. 

?()@:×)@:) = * ?�� ⋯⋮ ⋱ ⋮?��,� ⋯ ?��,��.                 (7) 

Where ? ()@:×)@:)  is the covariance matrix among 

observed (indicator) variables. 

(Phi)Φ (�×�) =   �H�,�H",�H#,�
 �H",�H#,�

 �H#,"
 � $                (8) 

Φ (�×�) is a matrix of covariance among latent exogenous 

variables 

(IJK) Ψ(�×�) = �M�� 00 M���                    (9) 

 Ψ(�×�)  is a matrix of covariance among structural 

disturbances. 

(NℎPQR)Θ()×))  = TΘU�U� ⋯ 0⋮ ⋱ ⋮0 ⋯ ΘU
U
V          (10) 

Θ()×)) is the covariance matrix among measurement errors 

for endogenous variables. 

(NℎPQR)W(:×:)  = TW8�8� ⋯ 0⋮ ⋱ ⋮0 ⋯ W8�
8�
V        (11) 

W(:×:) is covariance matrix among measurement errors for 

exogenous variables. 

3.3. Estimation of Model Parameters 

The goal of estimation is to produce an implied population 

matrix Σ(θ) such that the parameter values yield a matrix 

close as possible to S which is the sample covariance matrix 

of the observed variables, with the residual matrix (the 

difference between S and Σ(θ)) being minimized. The 

implied covariance matrix is given as Σ(θ) where θ is the 

vector that contains the regression coefficient , variances and 

covariance’s parameters that are part of the model specified 

by the researcher. The SEM implied covariance matrix is 

given as follows: 

Σ(θ)=XY;; Y;+Y+; Y++Z                           (12) 

Where Y;; = (;([ − ])^�(�_�` + b)c([ − ])^�d′(; + Wf Y+; = (+_�`c([ − ])^�d′(; Y;+ = (;([ − ])^�(�_(′+) Y++ = (+ _(′+ + W8  

I is an identity matrix, all the symbols are as defined in 

equations above. 

Σ(θ) can be generated using various methods. The method 

to be used is guided by characteristics of the data including 

sample size and distribution of the data. 

One of the methods is Generalized Least Squares (GLS). 

According to [18], GLS method has required asymptotic 

properties-that is large sample properties, such as minimum 

variance and unbiasedness. Also GLS estimation method 

assumes multivariate normality of the observed variables. The 

best estimates are obtained based on minimization of a fitting 

function; SEM program compares the original sample 

covariance matrix of the observed variables with the implied 

population covariance matrix of the specified model. 

The objective is to obtain an implied matrix that is as close 

to the original covariance matrix as possible. Whatever 

function is chosen, the desired result of the estimation 

process is to obtain a fitting function that is close to 0. A 

fitting function score of 0 implies that the model’s estimated 

covariance matrix and the original sample covariance matrix 

are equal. 
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3.4. Generalized Least Squares (GLS) 

In this study Generalized Least Squares (GLS) estimation 

method was used. The general form of the minimization fit 

function is: 

Q = (S – Σ (θ))’W(S – Σ (θ))                   (13) 

Where, S= vector containing the variances and 

covariance’s of the observed variables, 

Σ(θ) = vector containing corresponding variances and 

covariance’s as predicted by the model, W= weight matrix.  

The weight matrix, W, in the function above, corresponds 

to the estimation method chosen. W is chosen to minimize Q, 

and Q(N-1) gives the fitting function, in most cases a Chi-

Square distributed statistic.  ghij= 1 2m tr[(c? −  Σ(θ)dp^�)�]              (14) 

Where, tr= trace operator, takes sum of elements on main 

diagonal of matrix. p^� =optimal weight matrix, must be 

selected by researcher (most common choice is ?^� ). 

3.5. Multiple Group Analysis 

Multiple sample/group analysis is implemented in 

Structural Equation Modeling by observing the parameter 

estimates of the same model obtained from different samples 

or groups. Moderating variable, gender and age was used to 

perform a multiple-group analysis. 

This can be achieved by constraining any or several of the 

paths say, γ, β, �+ , �;  in the second model to be equal to 

those in the first model [8]. 

3.6. Significance of Parameter Estimates 

According to [21], in SEM the null hypothesis is same as 

in regression; the path coefficients are hypothesized to be 

equal to zero.  

If the path coefficients are found to be greater than zero 

then there is significant support for the hypothesized 

relationship in the model. The parameter estimates are 

evaluated with z-test (the parameter estimates divided by the 

estimated standard error) and a p-value obtained at a given 

significance level say 0.05 or 0.01. 

3.7. Model Fit Indices 

According to [11] absolute fit indices unlike incremental 

fit indices, their calculations does not rely on comparison 

with a baseline model but is a measure of how well the model 

fits in comparison to no model at all.  

The following Absolute fit indices are included in this 

category, Chi-square Test, Root Mean Square Error of 

Approximation (RMSEA), Standardized Root Mean Square 

residual (SRMR). 

3.7.1. Model Chi-square (qr ) 

Chi-square value is used as the traditional measure for 

examining the fit of the overall model. A model is good if it 

produces insignificant results at 0.05 thresholds [3]. 

 Large samples increase the quantity of Chi-square, 

indicating that it is highly related to the volume of the 

sample. Measure of fit can be used to examine overall model 

with 

Measure of Fit =
 s� tuv                         (15) 

df (degrees of freedom)=t(t − 1)/2 where t is the number of 

observed variables. 

3.7.2. Root Mean Square Error of Approximation 

(RMSEA) 

The RMSEA is a measure of how well the model, with 

unknown but optimally chosen parameter estimates would fit 

the population’s covariance matrix [5]. 

Root Mean Square Error of Approximation (RMSEA) is 

related to residual in the model. 

RMSEA values range from 0 to 1 with a smaller RMSEA 

value indicating better model fit. 

A RMSEA value of 0.06 or less indicates an acceptable 

model fit [10]. RMSEA is calculated using the following 

formula 

wx?yz = {( |�^}~)}~(�^�)                         (16) 

df (degrees of freedom)=t(t − 1)/2 where t is the number of 

observed variables. 

3.7.3. Standardized Root Mean Square Residual (SRMR) 

SRMR values range from zero to 1 with well fitting 

models having values less than .05 

[9] however values as high as 0.08 are deemed acceptable 

[10]. An SRMR of 0 indicates a perfect fit however the 

SRMR value may be lower if the parameters of the model are 

many and also in large sample size models [9]. 

?wxw = ��� ∑ ∑ ���� – �(�)������ ���������� �
�(�@�)                  (17) 

Where s�� and s��  are observed variables standard 

deviations, s�� =observed variables 

Covariance’s, Σ(θ)=implied covariance’s and t=number of 

the observed variables. 

3.8. Sample Size 

SEM is based on covariance and covariance is less stable 

when estimated from small samples. Thus generally SEM is a 

large sample technique. Chi-square tests and parameter 

estimates are also sensitive to sample size. According to [21] 

if the models variables are highly reliable it may be possible 

to estimate models with smaller sample sizes. 

3.9. Sampling Frame and Sampling Technique 

The data was collected in Juja township, Kalimoni sub-
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county (Population size=19861) in the following places 

(Muchatha, Gachororo, Jomo Kenyatta University of 

Agriculture and Technology (JKUAT)). 

A structured questionnaire containing different questions 

on each latent variable was used. Simple random sampling 

method was used to administer the questionnaire to the 

respondents. The respondents were briefed about the study, 

and then they were requested to tick the response that best 

describe their level of agreement with statements. 

The items used to measure performance expectancy, effort 

expectancy; social influence, facilitating conditions, and 

behavioral intention were adapted from [22]. 

Pre-testing of the measures was conducted by carrying out 

a pilot study then adjustment was made accordingly. 

The sample size was calculated using the formula 

proposed by [23]. � = ��@�(f)�                              (18) 

Where n= sample size, N=population size, e is the level of 

precision, N=19,861, e=0.05 with confidence interval of 

95%. � = ���
��@���
�(4.4�)� = 392.103                 (19) 

4. Results and Discussion 

Data in this study was analyzed using lavaan (latent 

variable analysis) package [17] in R statistical programming 

language. The packages contain functions for fitting general 

linear structural equation models with observed and 

unobserved variables. The study findings were presented 

based on each specific objective. 

4.1. Characteristics of the Respondents 

Table 2 shows the characteristics of the respondent’s 

distribution of Gender, Education level and the Mobile 

Money Transfer service they use represented in percentage. 

The findings in Table 2 indicates that majority of the 

respondents 248 (66.7%) in the study were male while 124 

(33.3%) were females. 

The research findings also indicated that majority of the 

respondents 320 (86%) were in 18-35 years age bracket; 

while 52 (14%) of the respondents had 36 years and above. 

From the study findings majority of the respondents 206 

(55.4%) had attained university education, 98 (26.4%) of the 

respondent had attained secondary education; 44 (11.8 %) of 

the respondents had attained a diploma while, 24 (6.4%) of 

the respondents had attained primary education. 

The study findings indicated that majority of the 

respondents 334 (89.8%) use Safaricom’s M-PESA in money 

transfer; 28 (7.5%) of the respondents indicated that they use 

both MPESA and Airtel Money services in money transfer; 6 

(1.6%) of the respondents indicated that they use Airtel 

Money in money transfer while, 4 (1.1%) of the respondents 

indicated they use Orange Money in money transfer. 

Table 2. Characteristics of the respondents. 

Characteristic Frequency Percent 

Gender   

Male 248 66.7 

Female 124 33.3 

Total 372 100 

Age   

18-35 years 320 86.0 

36 years and above 52 14.0 

Total 372 100 

Education Level   

Primary 24 6.4 

Secondary 98 26.4 

Diploma 44 11.8 

Degree 206 55.4 

Total 372 100 

Mobile Money Transfer   

Airtel Money 6 1.6 

M-PESA 334 89.8 

Orange Money 4 1.1 

M-PESA and Airtel Money 28 7.5 

Total 372 100 

4.2. Observed Variables Loadings to Latent Variables 

Where PE is (Performance Expectancy), EE is (Effort 

Expectancy), FC is (Facilitating 

Conditions), BI is (Behavioral Intention), and UB is (Use 

Behavior). 

The operator =~, between latent variables and observed 

variables means (measured by). 

Factor loadings were obtained between the latent 

variables and the observed measurements variables as 

indicated in Table 3. All the observed variables were 

significant in explaining the latent variables as indicated by 

(P-values<0.05 level of significance). This implied that the 

observed variables which were used to measure the 

independent variables at a 5 points Likert scale ranging 

from “Strongly disagree” to “Strongly agree” are 

appropriate in explaining the model factors. That is the 

observed variables PE1, PE2, and PE3 as stated in study 

variables are appropriate in explaining Performance 

Expectancy (PE), the observed variables EE1, EE2, EE3 

and EE4 as stated in study variables are appropriate in 

explaining Effort Expectancy (EE). 

The observed variables SI1, SI2, SI3 and SI4 as stated in 

study variables are appropriate in describing Social Influence 

(SI). The observed variables FC1, FC2, FC3 and FC4 are 

appropriate in explaining Facilitating Conditions (FC). 

The observed variables BI1and BI2as stated in study 

variables are appropriate is explaining Behavioral Intention 

(BI). The observed variables UB1, UB2, and UB3 as stated in 

study variables are appropriate in explaining Use Behavior 

(UB) in context of Mobile Money Transfer Services. 

The factor loadings without the p-values were fixed in 

structural equation model therefore their standard errors were 
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not calculated as well as their z-values. 

Table 3. Observed variables loadings to latent variables. 

Latent 

Variables 
Parameter Estimates Std. Error Z-value P-value 

PE =~ PE1 0.629    

PE =~ PE2 0.764 0.226 5.966 0.000 

PE =~ PE3 0.422 0.169 5.352 0.000 

EE =~ EE1 0.577    

EE =~ EE2 0.672 0.157 7.077 0.000 

EE =~ EE3 0.516 0.111 6.206 0.000 

EE =~ EE4 0.430 0.151 5.322 0.000 

SI =~ SI2 0.723    

SI =~ SI3 0.740 0.095 9.251 0.000 

SI =~ SI4 0.442 0.070 6.806 0.000 

SI =~ SI1 0.709 0.109 10.244 0.000 

FC =~ FC1 0.746    

FC =~ FC2 0.841 0.075 15.288 0.000 

FC =~ FC3 0.926 0.079 15.188 0.000 

FC =~ FC4 0.832 0.075 14.600 0.000 

BI =~ BI1 0.870    

BI =~ BI2 0.622 0.104 6.072 0.000 

UB =~ UB1 0.746    

UB =~ UB2 0.974 0.107 12.591 0.000 

UB =~ UB3 0.658 0.107 11.675 0.000 

4.3. Structural Equation Model for the Study 

The first specific objective was to obtain Structural 

equation model of independent variables namely 

performance expectancy, effort expectancy, social influence 

and facilitating conditions towards use of MMT’s. The model 

parameters are represented in Table 4. 

Table 4. Model parameters. 

Regression Parameter Estimates Std. Error Z-value P-value 

BI~PE -0.688 0.220 -3.131 0.002 

BI~EE 0.877 0.228 3.852 0.000 

BI~SI 0.261 0.131 1.995 0.040 

UB~BI 0.101 0.035 2.918 0.004 

UB~FC -0.001 0.046 -0.020 0.980 

The symbol, “~” means one variable is regressed on the 

other variable. The following were the model parameters of 

the structural equations. 

Where BI is (Behavioral Intention), PE is (Performance 

Expectancy), EE is (Effort 

Expectancy), FC is (Facilitating Conditions) and UB is 

(Use Behavior). 

In this study, significance of parameter was evaluated at 

0.05, significance level. A parameter estimate was significant 

if the probability value (P-value) was less than 0.05 level of 

significance, while a parameter was insignificant if the 

probability value (P-value) was greater than 0.05. 

Parameter estimate between Performance Expectancy and 

Behavioral Intention (-0.688) was significant with 

(P=0.002<0.05). Parameter estimate between Effort 

Expectancy and Behavioral Intention (0.878) was significant 

with (P=0.001<0.05). Parameter estimate between Social 

Influence and Behavioral Intention (0.261) was significant 

with (P=0.04<0.05). 

Estimate between Behavioral Intention and Use Behavior 

with a value of (0.101) was significant with (P=0.004<0.05). 

From the model the parameter estimate for the path 

connecting Facilitating Conditions and Use Behavior is (-

0.001) was not significant with a (P=0.980>0.05). The 

structural model relating independent latent variables and 

dependent latent variables was represented by the following 

equations. 

������=� 0 0��� 0�*������+���� ���0 0 ��� 00 ��	 �* !�!�!"!#
$+�%�%�� (20) 

������=� 0 00.101 0�*������+

�−0.688 0.877 0 0 0.261 00 −0.001 �* !�!�!"!#
$+�%�%��(21) 

������=� 44.�4�����+ �^4.
��!�@4.���!�@4.�
�!"^4.44�!# � +�%�%��    (22) 

������=�^4.
��!�@4.���!�@4.�
�!"@%�4.�4����^4.44�!#@%� �               (23) 

Equation 23 is a matrix representation of model relating 

latent variables. Where 
� and 
� are the latent endogenous 

variables, �� , �� , �� and �	 are latent exogenous variables. ��  and ��  are the structural errors. From the model 

represented in equation 23, the results indicates that a unit 

increase of Performance Expectancy would lead to (-) 0.688 

increase in Behavioral Intention, but the negative sign is a 

contradiction while a factor is significant in this case 

therefore further research can be done to find out why. A unit 

increase in Effort Expectancy would lead to 0.877 increases 

in Behavioral Intention and a unit increase in Social 

Influence would lead to, 0.261 increase in Behavioral 

Intention to use a given Mobile Money Transfer Service. 

Moreover, a unit increase in Behavioral Intention would lead 

to 0.101 increase in Use Behavior of a given Mobile Money 

Transfer Service. 

Figure 3 is a pictorial representation of the overall model 

indicating the paths connecting the exogenous variables 

(Performance Expectancy, Effort Expectancy, Social 

Influence and Facilitating Conditions), and the endogenous 

variables (Behavioral Intention and Use Behavior). 
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Figure 3. Model parameters. 

4.4. Overall Model Fit Test 

Structural model was used to determine whether the data 

fits the theoretical model. The following model fit indices 

was used to determine the overall model fit. 

Table 5. Model fit indices. 

Fit indices Value 
Recommended 

value 

Measure of Fit= s�/df 352.628/159B 2.22 ≤3 

Root Mean Square of Error of 

Approximation (RMSEA) 
0.05 0.06 or less 

Standard Root Mean Square of 

Residuals (SRMR) 
0.08 0.08 

From the Table 5, The Measure of fit= s�/df =2.22 which 

was less than the recommended value of 3 [6] indicating a 

well-fitting model. The Root Mean 

Square of Error of Approximation (RMSEA) of the model 

is (0.057) indicating a well fitting model. The recommended 

value for Root Mean Square of Error of Approximation 

(RMSEA) is 0.06 or less [10]. 

The Standard Root Mean Square of Residuals (SRMR) 

value of the model is (0.08), the recommended value for 

Standard 

Root Mean Square of Residuals (SRMR) is value as high 

as 0.08 [10]. 

4.5. Structural Equation Model in the Presence of a 

Moderating Effect 

The second specific objective was to model the moderating 

effect of gender and age on use of Mobile Money Transfer 

services. 

Multiple group analysis was conducted to determine the 

moderating effect of gender and age on the structural 

equation model. Multiple group analysis was implemented in 

Structural Equation Modeling by observing the parameter 

estimates of the same model obtained from different groups.  

In this study a multiple group analysis was conducted by 

observing the regression parameter estimates of males and 

female from moderating variable; gender. 

Moderating effect of age was not determined since the 

second group (36 years and above) had a very small sample 

size of 52. Therefore a structural equation model was not 

obtained. Meaning age had no moderating effect on factors 

that influences adoption and usage of Mobile Money 

Transfer services in the study. 

4.5.1. Structural Equation Model for Male Moderation 

Table 6. Parameter estimates for male moderation. 

Regression Parameter Estimates Std. Error Z-value P-value 

BI~PE -0.299 0.212 -1.495 0.162 

BI~EE 0.671 0.209 3.253 0.001 

BI~SI 0.381 0.127 3.071 0.002 

UB~BI 0.132 0.054 2.537 0.011 

UB~FC -0.241 0.066 -3.470 0.001 

Where BI is (Behavioral Intention), PE is (Performance 

Expectancy), EE is (Effort Expectancy), FC is (Facilitating 

Conditions) and UB is (Use Behavior). 

The Findings in Table 6 indicates that Performance 

Expectancy in Male was not a Significant Factor as shown by 
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(P=0.162>0.05 level of significance). 

Effort Expectancy was a significant factor in determining 

Behavioral Intention for male as indicated by 

(P=0.001<0.05). Social Influence was a significant factor for 

male in determining Behavioral Intention to use a given 

Mobile Money Transfer services indicated by 

(P=0.002<0.05). Behavioral Intention was a significant factor 

in determining 

Use Behavior of a given Mobile Money Transfer Services 

indicated by (P=0.011<0.05). 

Facilitating Conditions was a significant factor in 

determining Use Behavior of a given Mobile Money Transfer 

Services as indicated by (P=0.001<0.05). The structural 

model relating independent latent variables and dependent 

latent variables is represented by the following equations. 

������=� 0 0��� 0�*������+���� ���0 0 ��� 00 ��	 �* !�!�!"!#
$+�%�%�� (24) 

������=� 0 00.132 0�*������+

�\0.299 0.671 0 0 0.381 00 \0.241 �* !�!�!"!#
$+�%�%��    (25) 

������=� 44.������+ �^4.���!�@4.
��!�@4.���!"^4.�	��!# � +�%�%��     (26) 

������=�^4.���!�@4.
��!�@4.���!"@%�4.�����^4.�	�!#@%� �            (27) 

Equation 27 is the matrix representation of the model 

relating latent variables for male’s respondents in the study. 

Where 
� and 
� are the latent endogenous variables, �� , �� , �� and �	 are latent exogenous variables. �� and �� are the structural errors. 

 

Figure 4. Diagram for male moderation. 

Figure 4 is a pictorial representation of the structural 

equation model indicating the paths connecting the 

exogenous variables (Performance Expectancy, Effort 

Expectancy, Social Influence and Facilitating Conditions), 

and the endogenous variables (Behavioral Intention and Use 

Behavior) for male moderation. 

4.5.2. Structural Model for Female Moderation 

Where BI is (Behavioral Intention), PE is (Performance 

Expectancy), EE is (Effort Expectancy), FC is (Facilitating 

Conditions) and UB is (Use Behavior). 

The Findings in Table 7 indicates that Performance 

Expectancy in Female was not a Significant Factor as shown 

by (P-value=0.637>0.05 level of significance). 

Table 7. Parameter estimates for female moderation. 

Regression 
Parameter 

Estimates 
Std. Errors Z-value P-value 

BI~PE -0.270 0.576 -0.557 0.637 

BI~EE 1.975 1.312 1.571 0.192 

BI~SI -0.365 0.641 -0.398 0.670 

UB~BI 0.244 0.101 2.222 0.022 

UB~FC 0.156 0.081 2.060 0.041 

Effort Expectancy was not a significant factor in 

determining Behavioral Intention for Female indicated by 
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(P=0.192>0.05). Social Influence was not a significant factor 

for Female in determining Behavioral Intention to use a 

given Mobile Money Transfer services indicated by 

(P=0.670>0.05). Behavioral Intention was a significant factor 

in determining Use Behavior of a given Mobile Money 

Transfer Services indicated by (P=0.022<0.05). 

Facilitating Conditions was a significant factor in 

determining Use Behavior of a given Mobile Money Transfer 

Services as indicated by (P=0.041<0.05 level of 

significance). The structural model relating independent 

latent variables and dependent latent variables is represented 

by the following equations. 

������=� 0 0��� 0�*������+���� ���0 0 ��� 00 ��	 �* !�!�!"!#
$+�%�%�� (28) 

������=� 0 00.244 0�*������+

�\0.270 1.975 0 0 \0.365 00 0.156  �* !�!�!"!#
$+�%�%��   (29) 

������=� 44.�		���+ �^4.��4!�@�.���!�^4.�
�!"^4.��
!# � +�%�%��   (30) 

������=�^4.��4!�@�.���!�^4.�
�!"@%�4.�		���^4.�	�!#@%� �             (31) 

Equation 31 is the matrix representation of the model 

relating latent variables for female’s respondents in the study. 

Where 
� and 
� are the latent endogenous variables, �� , �� , �� and �	 are latent exogenous variables. ��  and ��  are the structural errors in dependent latent 

variables. 

 

Figure 5. Diagram for female moderation. 

Figure 5 is a pictorial representation of the structural 

equation model indicating the paths connecting the 

exogenous variables (Performance Expectancy, Effort 

Expectancy, Social Influence and Facilitating Conditions), 

and the endogenous variables (Behavioral Intention and Use 

Behavior) for female moderation. 

5. Summary and Conclusion 

This chapter presents summary of key findings and 

conclusion drawn from the study. The summary and 

conclusion are based on each specific objective. 

The research findings indicated that in the overall 

structural equation model; the independent variables 

Performance Expectancy, Effort Expectancy and Social 

Influence had significant influence on Behavioral Intention 

towards the use of a given Mobile Money 

Transfer service. From the research findings Facilitating 

Conditions had no significant influence in adoption and use 

of a given Mobile Money Transfer System. However, 

Facilitating Conditions was found to be a significant factor in 

predicting adoption and use of Mobile Money Transfer for 

males and females where gender is a moderating factor. 

Performance Expectancy was found to be a significant 

determinant of Behavioral Intention, this means that mobile 

phone users with high Performance Expectancy are more 

likely to adopt a given Mobile Money Transfer services. 

Therefore the mobile money service providers should ensure 

the Mobile Money Transfer improves the user’s job 

performance and also increases user’s productivity. 
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Effort Expectancy was found to influence Behavioral 

Intention, meaning that the mobile money service providers 

should ensure that the service is easy to use and clear and 

understandable to users. The mobile money services 

providers should ensure that is easy for MMT’s users to be 

skillful at using their Mobile Money Transfer service. Also 

the mobile money services providers should ensure that 

integration of their MMT’s with banks is good. 

Social Influence was found to influence Behavioral 

Intention to use a given Mobile Money Transfer service. This 

implies that the mobile phone users are influenced by people 

who are important to them. Also many mobile phone users 

tend to use a given Mobile Money Transfer service since 

many people have supported its use. 

Since the independent variable namely, Performance 

Expectancy, Effort Expectancy and Social Influence had 

significant influence on Behavioral Intention towards the use 

of a given Mobile Money Transfer service. This means that 

the MMT’s users would continue to use a given Mobile 

Money Transfer service they have chosen. 

Facilitating Conditions was found to be a significant factor 

in predicting adoption and use of Mobile Money Transfer for 

males and females where gender is a moderating factor. This 

means that the Mobile Network Operators should provide 

necessary facilitating conditions to use their system such as 

agents. 

Also from the findings the money transfer services should 

be more appropriate compared to others in terms of cost and 

security of money stored or sent through their networks.  

The Mobile Network Operators should ensure that the 

users have the necessary knowledge to use the services that is 

the users are conversant with the cost of transactions. The 

study findings also indicated that the Mobile Network 

Operators should ensure that there is a specific person (or 

group of people) that are available to provide assistance to 

mobile phone users when there are difficulties while using 

MMT’s, that is the customer services providers should be 

available and efficient. 

The findings indicated that Gender moderates adoption 

and usage of mobile money transfer services. Effort 

Expectancy, Social Influence and Facilitating Conditions 

were found to be significant determinants of Behavioral 

Intention and Use Behavior for male respondents. Female 

respondents are less influenced by Performance Expectancy, 

Effort Expectancy and Social Influence in adoption and 

usage of a given mobile money transfer service but they are 

influenced by Facilitating Conditions and Behavioral 

Intention when gender is used as a moderating factor. 
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