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Abstract: Promoters are significant cis-acting elements in genomes and play important roles in gene regulation. Each gene is 

regulated by a specific type of promoter, so determining the type of promoter for regulation of a gene is crucial to explore the 

gene function. Although some computational methods to predict promoters have been proposed, their performances are not 

satisfying. Convolutional neural network (CNN) is a powerful model in deep learning, it has been applied in bioinformatics in 

recent years. To improve the performance of promoter prediction, in this study, six types of Escherichia coli K-12 promoter DNA 

sequences were collected from the RegulonDB database, and constructed a CNN model to predict promoters using the Keras 

platform. The CNN model is composed of two convolutional layers, three dropout layers, four batch normalization layers and 

one hidden layer. To evaluate the performances of the CNN model, the 10-fold cross-validation and the receiver operating 

characteristic (ROC) curve plotting were performed. The results show, the accuracies of predictions for promoters sigma 24, 

sigma 28, sigma 32, sigma 38, sigma 54 and sigma 70 are 94%, 97%, 95%, 95%, 97% and 83%, respectively. The convolutional 

neural network model achieves the highest accuracy in promoter prediction up to now. In conclusion, CNN is the best model in 

promoter prediction, and it will be a promising model both in DNA and protein sequence analysis. 
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1. Introduction 

Promoters are vital cis-acting element in the regulation of 

gene expression. It is recognized by RNA polymerase and 

related sigma factors [1, 2]. Till now, seven types of promoters 

are found in Escherichia coli K-12 genome, including 

sigma19, sigma24, sigma28, sigma32, sigma38, sigma54 and 

sigma70. 

Since experimental approaches for promoter detection are 

expensive and time-consuming, several computational 

methods have been developed for predicting promoters, they 

are: PSSM (Position-specific scoring matrix), IDQD 

(Increment of diversity with quadratic discriminant analysis), 

PCSM (Position-correlation scoring matrix) and PWM 

(position weight matrices) [3-6]. However, none of these 

methods could reach good performance for all seven types of 

promoters. 

Deep learning is an extremely crucial branch of machine 

learning, it has developed rapidly in recent years and has been 

widely applied in the fields of protein sequence prediction, 

enhancer recognition, and medical data modeling [7-10]. 

Deep learning exhibits excellent generalization ability in 

extracting and discerning various features in dataset [11, 12]. 

With the increasing of computer performance, deep learning 

has been feasible in dealing with more complex machine 

learning models [13].  

Convolutional neural network (CNN) is one of the most 

important model in deep learning [14, 15]. In recent years, 

CNN has been widely used to solve biological problems. 

However, no study has been reported on prediction of bacterial 

promoters using CNN. In this study, with the Keras platform, a 

convolutional neural network was constructed to predict 

Escherichia coli K-12 promoters. The CNN model achieves the 

best performance in promoter prediction up to now. 
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2. Data & Methods 

2.1. Collection of Escherichia Coli K-12 Promoter Nucleic 

Acid Sequences 

Escherichia coli K-12 promoter nucleic acid sequences 

were collected from the Regulon DB database 

(http://regulondb.ccg.unam.mx/). Due to only one sigma19 

promoter sequence is stored in the RegulonDB database, the 

sigma19 promoter was not considered in this study. The 

numbers of sequences of sigma24, sigma28, sigma32, 

sigma38, sigma54 and sigma70 are 517, 141, 307, 169, 94 and 

1894, respectively. 

2.2. Encoding of Promoters Sequences 

Each promoter sequence consists of 81 bases. Since the 

CNN receives a two-dimensional matrix, DNA sequences 

were first transformed into an 4×81 two-dimensional matrix 

by encoding each base with four digital list: A = [1,0,0,0], T = 

[0,1,0,0], C = [0,0,1,0], G = [0,0,0,1]. 

2.3. Construction of Convolutional Neural Network 

A typical structure of CNN consists of input layer, 

convolutional layer, pooling layer, full layer and output layer 

[16]. Figure 1 shows the CNN structure in this study. The 

input layer receives the 4×81 two-dimensional matrix 

transformed from the promoter DNA sequence. Since the 

input data is not a RGB image, the number of channel in the 

input layer is one. To obtain more features from the promoter 

sequences, three convolutional layers were set, the numbers of 

kernels for each layer is 16, 8 and 32, respectively. The kernel 

size for each convolutional layer is 2×2, 1×2 and 2×2, 

respectively. Each convolutional layer follows a batch 

normalization layer and a dropout layer, the dropout value is 

50%. After the third dropout layer is the flatten layer and 

hidden layer. Flatten layer transforms the 2-dimentional data 

generated in the fore layer into 1-dimentional data. The hidden 

layer is a normal full connected neural network with 50 

neurons. The output of the hidden layer is transmitted to the 

output layer. Since the prediction in this study is a binary 

classification question, the sigmoid activation function was 

used in the output layer, while the rectifier (relu) activation 

function is used in other layers. 

The pooling layer is usually following the convolutional 

layer. Two pooling methods, maxpooling and meanpooling, 

are available in CNN [17]. Considering the small size of the 

input matrix in this study, the pooling layer was not set. In 

order to improve the generalization ability of the network, the 

batch normalization method was applied [18]. Besides, the 

dropout regularization method was adopted to avoid 

overfitting [19].  

 

Figure 1. Structure of the CNN model. 

2.4. Evaluation of the Prediction Performance 

To evaluate the performances of the predictions for each 

types of promoters, the 10-fold cross-validation was 

performed for the CNN model. 

2.5. ROC Curve 

ROC curve is a tool to evaluate the performance of a 

prediction model. The curve is created by plotting the true 

positive rate (TPR) against the false positive rate (FPR) at 

various threshold settings. The TRP is also known as 

sensitivity, the FPR is also known as the probability of false 

alarm [20]. An ROC space is defined by FPR and TPR as x 

and y axes, respectively. The diagonal divides the ROC space. 

Points above the diagonal represent good classification results 

(better than random); points below the line represent bad 
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results (worse than random). The area under the curve is called 

AUC, short for Area Under Curve. The more the AUC nears 1, 

the more a model performs better. 

Specificity (Spec) and sensitivity (Sens) are also two 

important indicators to evaluate a prediction performance [20]. 

When calculating the Spec and Sens, four items are included: 

TP (True Positive), TN (True Negative), FP (False Positive), 

FN (False Negative). Concretely:  

Sens = TP／TP + FN             (1) 

Spec = TN／FP + TN             (2) 

In this study, the ROC curve was applied to evaluate the 

CNN model. For a specific type of promoter, the true positive 

(TP) dataset is itself, and the true negative (TN) dataset is 

composed of the other five types of promoters. 

3. Result and Discussions 

3.1. Determine the Number of Training Epoch 

The number of training epoch is an important parameter in a 

CNN model. When the number of training epoch is inadequate, 

the model could not reach its best performance; if the number 

is too large, the model will waste too much time and 

computing resources. The changing curve of the training and 

validation accuracy (Figure 2A) and training and validation 

loss (Figure 2B) were used to optimize the parameter. 

 

(Taking sigma 24 for an example) 

Figure 2. CNN model accuracy and loss on train and validation dataset

Figure 2 shows, the accuracy curve of training datasets 

and validation datasets is not improved significantly after 

40 epochs (Figure 2A), and keeps stable after 100 epochs 

(not shown). The loss curve of training datasets and 

validation datasets also exhibits no significant fluctuation 

after 40 epochs (Figure 2B), and keeps stable after 100 

epochs (not shown). Combining the Figure 2A and 2B, the 

number of training epoch was set to 100 in the final CNN 

model. 

 

3.2. Accuracy of the Convolutional Neural Network 

Prediction 

Accuracy is an important measure to evaluate a prediction 

model. Table 1 compares the prediction accuracy of the CNN 

model with two previous models. Clearly, the CNN model 

surpasses PSSM and BacPP models in all types of promoters 

[21, 22]. Except for promoter σ38, PSSM model is 1% better 

than CNN (96% vs 95%). And for promoter σ70, BacPP 

model is 1% better than CNN (84% vs 83%). 

Table 1. Comparison of Accuracy (%) among CNN, PSSM and BacPP models in prediction of E. coli promoters. 

Methods σ24 σ28 σ32 σ38 σ54 σ70 

CNN 94 97 95 95 97 83 

PSSM 86 96 93 96 97 74 

BacPP 87 93 92 89 97 84 

 

Obviously, the convolutional neural network is a powerful 

model in promoter prediction. 

3.3. ROC Curves 

ROC curve is a standard measurement to evaluate a 

prediction model. Figure 3 shows the ROC curves for the six 

types of promoters. For promoters sigma24, sigma28, 

sigma32, sigma70, their AUC are greater than 0.9, indicating 

the predictions for these promoters are ideal. For sigma38 and 

sigma54, their AUC is less than 0.9, the possible reasons may 

be the features within these two type of promoter are too weak 

to extract with the CNN model. The previous study also has 
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observed that the conservative around the -30 region in 

sigma38 is very weak [21]. The conservatives around -30 

region and -10 region in sigma 54 are ambiguous as well.  

 

Figure 3. The ROC curves of E. coli promoter predictions using CNN. 
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The sensitivities and specificities provide more details of 

the CNN model. Table2 shows the sensitivities and 

specificities of the CNN model in predicting the six types of 

promoters. Consistently, the sensitivities of sigma38 and 

sigma54 are both less than 0.6, and their specificities are also 

not high. The results suggested that, in order to obtain better 

performance, more specific models should be designed for 

these two types of promoters. 

Table 2. Sensitivities and specificities of CNN model in predicting E. coli promoters. 

Evaluate σ24 σ28 σ32 σ38 σ54 σ70 

Sensitivity 0.77 0.70 0.74 0.51 0.58 0.75 

Specificity 0.88 0.82 0.85 0.69 0.77 0.74 

 

On the whole, the ROC curves also indicate that CNN 

model is a powerful approach in predicting promoters. 

4. Conclusions 

In this study, with the deep learning approach, a CNN 

model was constructed to predict the six types of Escherichia 

coli K-12 promoters. The CNN model achieves the best 

performance in prediction of E. coli promoters up to now. The 

study suggests that the CNN model is a powerful model in 

DNA sequence analysis, and it could be applied in more fields 

of DNA and protein sequence analysis. 
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