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Abstract: This paper presents an approach of face recognition system using Backpropagation learning neural network 

algorithm introducing appearance and shape based facial features to enhance the efficiency with different lighting 

variations. To extract the appearance and shape based facial feature, Active Appearance Model (AMM) has been applied. 

Appearance based facial feature is useful when the lighting condition is uniform. On the other hand when the 

environmental lighting condition is different, shape based facial features can perform better in comparison with appearance 

based feature because shape based structure is not changed with lighting variations. In this work, both appearance and 

shape based facial features are combined to enhance the recognition efficiency for various light variant system. For 

dimensionality reduction of appearance and shape based facial features, Principal Component Analysis (PCA) method has 

been used. Finally, error Backpropagation learning feed forward neural network algorithm has been used to classify the 

facial features. To measure the performance of the proposed appearance and shape based facial recognition system, VALID 

database has been used where each face has been captured with four different lighting variations. Experiments have been 

performed with Appearance-Only, Shape-Only and combined Appearance-Shape based feature and performance of the 

proposed system shows the superiority of the face recognition system. 

Keywords: Appearance and Shape Based Facial Features, Face Recognition with Different Lighting Variations,  
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1. Introduction 

Biometry is currently a very active area of research 

spanning several sub-disciplines such as image processing, 

pattern recognition and computer vision. The main goal of 

biometry is to build systems that can identify people from 

some observable characteristics such as their face, 

fingerprints, iris, etc. Facial recognition is the identification 

of humans by the unique characteristics of their faces [1]. 

Face recognition based personal identification results in a 

highly accurate and secured system that has been widely 

applied in various practical fields [2, 3, 4]. 

Several excellent survey papers on face recognition 

techniques are available with a wide variety of methods [5, 6, 7, 

8] that covers early face recognition approaches. While humans 

quickly and easily recognize faces under variable situations or 

even after several years of separation, the problem of machine 

face recognition is still a highly challenging task in pattern 

recognition and computer vision [9, 10]. 

Different techniques can be used to track and process 

faces [11] such as neural networks [12, 13], eigenfaces [14], 

Markov chains [15] etc. Most of the face recognition 

research uses the public 2D face databases as the input 

pattern [16], with a recognition performance that is often 

sensitive to pose and lighting conditions. One way to 

override these limitations is to combine modalities: color, 

depth, 3D facial surface etc. [16, 17, 18, 19, 20, 21]. Most 

3D acquisition systems use professional devices such as a 

traveling camera or a 3D scanner [19, 20]. Typically, these 

systems require that the subject remain immobile during 

several seconds in order to obtain a 3D scan and therefore 

may not be appropriate for some applications such as human 



94 Md. Rabiul Islam et al.:  Appearance and Shape Based Face Recognition Using Backpropagation  

Learning Neural Network Algorithm with Different Lighting Variations 

 

expression categorization using movement estimation. 

Moreover, many applications in the field of human face 

recognition such as human-computer interfaces, 

model-based video coding and security control [22, 23] need 

to be high-speed and real-time, for example, passing through 

customs quickly while ensuring security. Furthermore, the 

cost of systems based on sophisticated 3D scanners can 

easily make such an approach prohibitive for routine 

applications [1]. 

In order to avoid using expensive and time intensive 3D 

acquisition devices and process, in this paper a combined 2D 

appearance and shape based facial feature based facial 

recognition system has been proposed with different lighting 

variations. Though the proposed approach has used a 2D 

method, it can perfectly cluster the visual features because 

when the appearance based feature is captured with noise 

(i.e. light variations) then shape based features can perform 

noise perfect. The system can also work when the shape 

based feature is captured by noise highly. By combining this 

approach, the proposed face recognition technique can 

perform very well especially in various lighting 

environmental conditions.  

2. Overview of the Proposed Face 

Recognition System 

Fig. 1 shows the block diagram of the proposed face 

recognition system. At first facial images are taken using 

high quality digital camera. Then some facial image 

pre-processing such as noise removing technique to reduce 

the noise from the facial image, filtering technique to 

enhance the sharpness of the face and reduce the strong 

spikelike components, histogram equalization for reducing 

the number of gray levels in the image, edge detection to 

detect edges from the facial images etc have been applied. 

 

Figure 1. Paradigm of the proposed appearance and shape based face recognition system.

Active Appearance Model (AAM) has been applied to 

extract the appearance and shape based facial features. 

Since two different types of features are extracted from the 

facial images, if we want to combine those features then the 

dimension of the feature vector will increase a lot. As a 

result, Principal component analysis based dimensionality 

reduction technique has been used to reduced the 

dimensionality of the appearance and shape based feature 

vector separately. For combining two different types of 

feature into a single vector, feature normalization technique 

has been used. Finally, appearance and shape based feature 

fusion is performed and again use PCA for dimensionality 

reduction. To classify the facial features, Backpropagation 

learning neural network algorithm has been used for 

learning and recognition.  

3. Facial Feature Extraction and 

Dimensionality Reduction 

To extract the facial features from the face image, Active 

Appearance Model (AAM) has been used. An Active 

Appearance Model is an integrated statistical model which 

combines a model of shape variation with a model of the 

appearance variations in a shape-normalized frame. An 

AAM contains a statistical model of the shape and gray level 

appearance of the object of interest which can generalize to 

almost any valid example. Matching to an image involves 

finding model parameters which minimize the difference 

between the image and a synthesized model example, 

projected onto the image. The AAM is constructed based on 
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a training set of labeled images where landmark points are 

marked on each example face at key positions to outline the 

main features [24]. 

Fig. 2(b) shows an example face with landmark points 

where specific points are connected to distinguish among 

eyes, leaps, nose etc. Stephen and Fred [25] have developed 

an Active Shape Model (ASM) which has been used in this 

work to detect the facial features. After getting the 

connected landmark points, the binary image has been 

taken and treated as shape edge model of the face. The 

Region Of Interest (ROI) has been chosen according to 

ROI selection algorithm [26]. Lastly the background noise 

has been eliminated [27] and appearance based facial 

feature has been found. The procedure of ROI selection for 

two different facial images is shown in Fig. 2. 

After extracting the appearance and shape features from 

the facial images, PCA has been used to reduce the 

dimensionality of the appearance and shape based feature 

vector. Finally, 110 features have been extracted from the 

PCA based dimensionality reduction method of combined 

appearance and shape based feature fusion which is shown 

in Fig. 4.  

A face image I(x,y) is a two dimensional N by N array of 

intensity values. An image may also be considered as a 

vector of dimension N
2
. Let the training set of face images 

be Γ1, Γ2, Γ3... ΓM.. The average face of the set is defined by  
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The vectors µk and scalars λk are the eigenvectors and 

eigenvalues respectively of the covariance matrix 
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where A = [Φ1, Φ2 ... ΦM].  The matrix C, however, is N
2 

by N
2
, and determining the N

2 
eigenvectors and eigenvalues 

is an intractable task for typical image size. Fortunately, we 

can solve for the N
2
 dimensional eigenvectors in this case 

by first solving for the eigenvectors of a M by M matrix and 

then taking appropriate linear combinations of the face 

images Φi. Consider the eigenvectors vi of A
T
A such that 

iii
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iii
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From which, we see that Avi are the eigenvectors of C = 

AA
T
. Following this analysis, we construct the M by M 

matrix L = A
T
A where, n

T
mmn ΦΦL = and find the M 

eigenvectors, vl, of L. These vectors determine linear 

combinations of the M training set face images to form the 

eigenfaces µl,  
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With this analysis, the calculations are greatly reduced 

from the order of the number of pixels in the images (N
2
) to 

the order of the number of images in the training set (M) 

[28, 29, 30, 31] 

 

Figure 2. Facial image pre-processing for the proposed system (a) Original 

image (b) Output taken from Stams Active Appearance Model (c) Extracted 

facial edges (d) Shape based features (e) Region Of Interest (ROI) selection 

with background noise (f) Appearance based facial features. 

4. Backpropagation Learning Neural 

Network Based Facial Feature 

Classification 

An ANN which is found to be useful in addressing 

problems requiring recognition of complex patterns and 

performing nontrivial mapping functions is the 

back-propagation network [32]. The network that has been 

used in this system is a feed-forward network with 

tan-sigmoid transfer functions in both the hidden layer and 

the output layer which is shown in Fig. 3. 

 

Figure 3. Architecture of Back-propagation neural network. 
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If the input vector is I = [p1,p2... pn], then the output of 

hidden layer has been calculated as following, 

bIWn +=                (9) 
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Where, W = weight vector and b = bias input. The error 

is calculated as the difference between the target output and 

the network actual output. The goal is to minimize the 

average of the sum of these errors. 
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Here, mse means mean square error, t(k) represents the 

target output and a(k) represents the network output. The 

weights and bias values are updated based on the goal 

average error value. 

In face recognition system, the final weights and bias 

values are calculated in training stage. In test phase, the 

output of the network has been calculated for the new input 

image and compared with the target output to select the 

class of the input facial image. The details of the proposed 

system architecture with Backpropagation learning neural 

network algorithm is shown in Fig. 4. 

 

Figure 4. Architecture of the proposed system in detail.

The major drawbacks of Backpropagation learning neural 

network algorithm is the training time and local minima. 

Convergence time of the Backpropagation algorithm is 

inversely proportional to the error tolerance rate. In learning, 

effective use of error rate can decrease the convergence time. 

At first select the final error rate. Then converge the weights 

such that all the patterns overcome some of the percentage 

error of the total system (the error must be higher than the 

final error rates). Finally converge the system to the next 

lower error rate until cross the final targeted error. For 

example, if the error rate of the system is 0.001, first the 

converged error rate for all of the patterns is 0.009, then 

0.005, 0.003 and finally 0.001. This process is known as 

SET-BPL [33].  

100 speech utterances are trained in Backpropagation 

learning neural network and the effects of applying 

SET-BPL of the proposed system is shown in Fig. 5. 

Sometimes local minima problem has been occurred in 

Backpropagation learning neural network algorithm. As a 

result, some precautions such as addition of internal nodes, 

lowering the gain term etc has been considered to set the 

learning parameters. More addition of internal nodes and 

lowering the gain term can increase the convergence time. 

To overcome these learning difficulties, momentum term has 

been used to speed up the convergence process for this 

proposed appearance and shape based speaker identification 

system. 

 

Figure5. Effects of applying SET-BPL process of the proposed system. 
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5. Experimental Results and 

Performance Analysis 

Performance has been analyzed according to various 

dimensions with VALID Audio-Visual database [34] to 

measure the performance of the proposed appearance and 

shape based face recognition system. Though VALID is a 

multimodal Audio-Visual database, it provides 106 subjects 

each with four office lighting conditions, gathered 

periodically over one month giving some temporal 

variation and one studio session with controlled lighting. 

The five sessions were recorded over a period of one month, 

allowing for variation, clothing, facial hair, hairstyle and 

cosmetic appearance of the subjects and also variation of 

the visual background. The database is designed to be 

realistic and challenging, hence the other four sessions 

were recorded in noisy real world scenarios with no control 

on illumination i.e. uncontrolled environment. One facial 

image that are captured in controlled lighting environment 

is used for learning and four other images with different 

lighting variations are used for testing.  To populate the 

experimental results, 100 subjects has been used from this 

database.  

To evaluate the performance of the proposed face 

recognition system, Appearance based, Shape based and 

combined Appearance-Shape based facial features are tested. 

Finally, the results are compared and best result has been 

taken for the proposed appearance and shape based facial 

recognition system. Receiver Operating Characteristics 

(ROC) curve is populated where a trade off is made between 

security and user friendness which is shown in Fig. 5. 

From the ROC curve, it is observed that the performance 

of the Appearance-Shape based feature can perform better 

than Appearance based only and Shape based only features. 

For example, at a FRR = 40%, the Appearance based, 

Shape based and Appearance-Shape based FAR are 28%, 

23% and 16% respectively. Therefore, this scenario 

represents that combined Appearance-Shape based feature 

can perform better than individual feature such as 

Appearance based only or Shape based only feature. 

 

Figure 7. Performance comparison among Appearance based, Shape 

based and Appearance-Shape based facial recognition system. 

Since the system performance has been degraded 

according to various noises, filtering techniques have been 

adapted to increase the efficiency of the proposed face 

recognition system. Filtering is used for modifying or 

enhancing an image, to emphasize certain features or 

remove other features from an image. Wiener filtering 

technique has been used to remove or reduce white 

Gaussian noise from the facial image. Wiener filter can be 

used adaptively to an image where the variance is large, 

wiener filter performs little smoothing and where the 

variance is small, wiener filter performs more smoothing. 

Wiener filtering technique is more selective than a 

comparable linear filter, preserving edges and other 

high-frequency parts of an image. 

Based on wiener filtering technique, experiment has been 

performed on the basis of noisy facial image according to 

Appearance based, Shape based and Appearance-Shape 

based feature where Backpropagation learning neural 

network has been used to measure the accuracy of the noise 

treatment system.  Fig. 6 shows the result after applying 

wiener filtering technique. From the experiments, it is 

clearly visible that when the white Gaussian noises increase 

with different lighting variations, the appearance based 

feature affects a lot and appearance based feature 

performance degrades huge amount. The lighting variations 

can not affect the shape based feature. As a result, the shape 

based feature retain the recognition accuracy which will 

further increase combined appearance and shape based 

facial recognition performance. 

 

Figure 6. Proposed face recognition rate according to wiener filtering 

technique with different noise addition rate. 
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6. Conclusions and Observations 

Experimental results shows that by using shape based 

facial feature with appearance based feature, the 

recognition performance increases a significant amount. 

Especially when noise level increases gradually the 

recognition rate of appearance based facial feature 

gradually decreases more than the shape based feature. 

With different lighting variations when appearance based 

features are affected largely then shape based feature can 

perform better. In this way by combining appearance and 

shape feature, the recognition performance can be increased 

in a satisfied level even the lighting variations can create 

noise heavily. So, the proposed combined 

Appearance-Shape based system can be useful in noise 

robust face recognition system especially with different 

lighting variations. This system is also useful when the 

structure of faces are changed by affecting different 

environmental noises. In this case, shape based 

performance decreases but on that time appearance based 

performance retain the proposed system accuracy. This 

system accuracy can only degrades when both appearance 

and shape based features are affected by environment 

noises. Some methods can be introduced to protect this 

situation and it will be the further work of this system.  
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