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Abstract: In more recent time, depression as a lingering mental illness as continued to affect the way people act, and behave 

consciously or otherwise. Though it remained an undiagnosed disease globally without prejudice to age, gender, color or race; 

a lot of people never know implicitly or explicitly when they are depressed until it begins to affect their health conditions. 

While depression can be deciphered through text analysis in opinion mining, oftentimes, changes in human body also provides 

a convincing status of a depressed individual. No doubt, each data source can independently predict human depression status; 

however, the exclusive mutual relationship between both data sources has not been studied for depression detection. Therefore, 

in identifying meaningful correlations between clinical and behavioural data, this research detected depression by analyzing 

and matching mined patterns in users’ behavioural opinion through tweets with trackable changes in clinical body vitals using 

wearable device for effective therapy in depressed patient management. Thus, by using a 5-fold cross validation on the 

clustered data, Random Forest ensemble model was used to build the Social-Health Depression Detection Model (SH2DM) 

after data preprocessing and optimal feature extraction. The dual data sourced user-centric model produced a better predictive 

result in accuracy, precision and recall values when compared and evaluated with single data depression detection instances of 

clinical and behavioural records. 

Keywords: Depression Detection, Text-Analysis, Opinion Mining, Social-Health, Wearables, Random Forest,  
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1. Introduction 

In the race for sustainable and better life, everyone has the 

tendency to feel sometimes down or low, however, the 

cognitive functions of the human brain begin to depreciate if 

the emotional down times of an individual over a longer 

period remains steady. Several social factors like abuse, 

conflict, personal problem may lead to behavioural health 

disorders, depression as continued to be a pervasive problem 

among different age groups all over the world [1]. 

Depression denotes a wide range of mental health problems; 

it is pigeonholed by the absence of a positive vibes in a 

person’s everyday activities. It is a serious medical condition 

that can get worse if not properly identified. It oftentimes 

observed in human expression and health condition. 

Consequently, identifying depression, is not dependent on 

just physical symptoms but also on behavioural, and social 

responses. Hence, to properly manage its severity, the need 

for the development of an automated system with capacity to 

monitor, detect and recommend appropriate therapy for 

depressed individuals became essential [2]. 

Over time existing methods such as self-report in 

depression detection analysis uses paper and/or blood testing 

method for depression screening. While the paper method is 

a multiple-choice questionnaire, which score obtained from 

the patients response determines the depression level, Blood 

tests or other extensive laboratory tests are used to make a 

conclusive diagnosis of the depressed patient [3]. In more 

recent times, monitoring and analyzing depression using a 
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wearable sensor with machine learning has continued to 

provide meaningful insight into getting accurate results on 

depression implementation [4]. With the social media such as 

Twitter, Facebook, Instagram has become an unrestricted 

platform for free expression, machine learning algorithms are 

now been used to detect probable depressed user based on 

user social network and textual-analysis [5]. 

While there exist a connection between feelings and how 

such is expressed, it is difficult to categorically ascertain if 

both action and reaction match at same or difference 

instances. Basically, many times, human react (expressed 

opinion) in; or otherwise in contrast to how they feel. Also, 

the change in body chemistry varies among individuals and 

this requires special observation to ascertain once state of 

mind. Therefore, by using Random Forest ensemble model, 

this research employed learning, monitoring and matching 

patient’s body vitals with expressed opinion in depression 

detection for operative therapy. The essence is to harness the 

power of behavioural and clinical symptoms in patience 

towards determining depression severity stages for 

appropriate decision support. Here, users public expressions 

are captured, and they do not need to take body vital readings 

manually. By this provision, a dual depression detection data 

centered model is implemented using IF-Association rules 

for better clustering of contributing depression vitals for a 

more actionable outcome. Thus, in section two, related works 

on the subject are presented, while the proposed depression 

detection model is presented in section three. In section four 

(4) the experiments and obtained results is discussed just as 

the research is concluded in section five. 

2. Sample Related Works on Depression 

Detection 

Due to denial or lack of routine diagnoses among others, in 

today’s world, depression is being considered as one of the 

most common mental illness [6], which has been predicted to 

be the top contributor to Global Burden of Disease (GBD) by 

2030 [7]. Although, it can be prevented by early symptoms 

detection, two out of three people suffering with depression 

do not enthusiastically seek for proper treatment [8]. While 

the patient mood is always affected first and can persist for a 

longer period, some of its social symptoms by [9] include 

avoidance of family and friends, loose of appetite, weight 

loss, physical illness among others. No doubt, by 

understanding the traits of depressed individual, early 

prediction of depression risk level can be diagnosed for 

efficient therapy. Although, the availability of specialized 

care for depressed patients is low, time, among other 

constraints from primary health care physician can also 

contribute to insufficient or delayed treatment [10, 11] for 

depressed patients. While it is not possible to present all 

related views on depression detection models in just an 

article, [12] investigation showed that the emotional and 

financial burden associated with depression can be 

significantly reduced if detection and appropriate 

intervention is provided at the early stage. To this end, there 

are lots of features that are needed to detect depression 

clinically and emotional. Consequently, several machine 

learning method have to be developed to analyze the 

collective data. Some of the works are related to behavioural 

analysis through tweets and others on clinical data has 

presented subsequently in section three (3). 

Thus, towards enhanced and close monitoring of patience 

health status, in this modern era, wearable devices, which is a 

small sensors that is attached to a person's body has been 

widely adopted [13] in electronic health management. The 

essence is to cluster varieties of information that include but 

not limited to heart rate, blood pressure, amount of sleep, 

galvanic skin response and others [14]. For instance, by using 

a wearable textile device, [15] reported an accuracy of over 

90% when predicting bipolar disorder in patients’ emotional 

states from heart rate analysis. Also, [16] analyzed mood 

disorders by finding the correlation between objective 

features and depressive mood symptoms in patients using 

data collected from wearable devices. [17]. reviewed that the 

use of wearables helps to improve the safety and efficiency 

of intraoperative processes in clinical and simulated surgery. 

In addition, aside clinical data for depression management, 

by analyzing opinion expressed on the social media e.g. 

Facebook, Twitter; identifying depressed individuals has also 

been made possible. For instance, [18] discovered that posting 

contents with negative emotional sentiments are common with 

depressed Twitter users. By this, several research techniques 

and approach have been developed over time. Some of this in 

review is [19] where predictive features with supervise 

learning algorithms was used to determine depressed and/or 

healthy contents. While [20] utilized the bag-of-words 

approach on a document level for better depression detection 

on a crowed source tweets, [21] considered sentiment analysis 

as a feature to detect depression from Twitter data. Similarly, 

[22] proposed a depression detection model based on 10 

features and 3 classifiers to verify the model on Twitter data 

while a lexicon of terms was built [23] to identify depression 

or its symptoms from online opinion mining. With this and 

more, in section 3, the proposed depression detection model 

using clinical and behavioural data is presented for 

consideration. In section four, sample experiments and results 

are presented for evaluation. 

3. Social-Health Depression Detection 

Predictive Model 

The developed Social=Health Depression Detection Model 

(SH2DM) detects and clusters periodic clinical data using 

wearable devices. The clinical data is constantly transmitted 

through the use of Bluetooth to a friendly built Android 

based mobile application for depression management. At the 

first instance, user’s preliminary biodata are required and this 

also includes unique twitter handle e.g. @deji22 while tweets 

activities are closely monitored using the Twitter API. The 

body vitals as captured from the wearable devices, include 
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heartbeat, body temperature, number of steps, and sleep time. 

The data capturing activities (clinical and opinion data) are 

periodically clustered on both depressed patients and healthy 

volunteers for analysis during the period of the study. The 

essence is to predict without restriction users depression 

status in real time irrespective of the kind of activities they 

are engaged. Thus from the clustered data, other basic 

machine learning actives on the data are performed as 

presented in figure 1. 

 

Figure 1. Social-Health Depression Detection Model. 

Therefore, from figure 1, clinical and opinion data are 

uniquely stored and preprocessed for machine learning. First, 

data tracked from the wearable devices was preprocessed 

hourly. Then the standard deviation values are computed per 

day to create unique features for use in machine learning 

models over a period of 90 days. For the text preprocessing, 

the Natural Language Preprocessing Tool Kit (NLPTK) was 

used for tokenization, parsing, and sentiment extraction. The 

optimised feature subsets were used for building the machine 

learning models, which engenders the depression categories. 

Then, the If-Association rules were used to match 

corresponding classification of outputs from clinical and 

opinion dataset based on available criteria. It is important to 

state that, depression prediction through text analysis does 

not process distinctly the tweets of users for the user’s 

classification. However, output from the collective tweet 

analysis of the user community as a prevailing impact on the 

depression status of the concerned. Therefore in this 

experiment, users depression categories were predicted as 

Severe (0.75 – 1), Moderate (0.50 – 0.74), Mild (0.25 – 0.49) 

and No Depression (0 – 0.24). For the learning algorithm, 5-

fold cross-validation was applied for the validation on the 

Random Forest machine learning model. In section five (5), 

sample experiments and evaluations are presented. 

4. Experiments and Evaluations 

From a clustered 356 participants in a period of 3 months, 

without the inclusion of personal information that can reveal 

an identity, the scope of the work experimented a dual data 

sourced and data preprocessing machine learning model for 

depression detection. 34 distinct features were engenders 

from users wearable devices while a total of 3025 unique 

tweets were clustered based on users activities. The 

experimented data representation is presented in table 1. 

Table 1. Data representation. 

Activities Control Depressed 

Total users 197 159 

Total Number of Tweets 2076 949 

Average Age 22.7 20.5 

Gender (Female) Distribution 63% 76% 
 

Although, data imbalance was a constraint on the 

experimental dataset, Accuracy, Precision, and Recall, were 

standard metrics used for evaluation in this research. When 

users are inaccurately predicted, a low precision value is 

obtained. i.e., False Positives (FP). However, when users 

who are depressed are not recognised, a low recall i.e. False 

Negative (FN) result are obtained. Thus, the acquired results 

after analysis are presented as follows: 

 

Figure 2. Performance Evaluation. 

Based on just two depression classification types 

(depressed and non-depressed) the developed model was also 

evaluated distinctly with wearable devices and textual 

analysis as an entity. The following results as presented in 

table 2 were obtained. 
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Table 2. Model Performance Evaluation. 

Cat 
Accuracy Precision Recall 

SH W O S W O S W O 

SD 0.88 0.79 0.76 0.85 0.82 0.81 0.83 0.78 0.76 

ND 0.87 0.75 0.70 0.85 0.79 0.76 0.84 0.81 0.78 

SH: the proposed model, W- Wearable, O – Opinion mining. 

From the available result, we observed that the developed 

SH2DM model, outperformed its single entity approach 

using random forest ensemble classification model. 

Although, the small number of participants in this research, 

may not represent the true quality of statistical importance, 

yet we have observed that a quadruple depression detection 

classification is achievable with an imbalance data from two 

different data sources (clinical and textual). The combination 

of the two mutually exclusive data source is structured to 

measure the influence of a user’s social community and its 

impact on body vitals towards predicting human depression 

status and vice versa. 

5. Conclusion 

The quality of data and the type of processing, no doubt, 

impacts an outcome. In the article clinical and textual data 

were clustered to predict the depression status of human. 

Through text analysis in a user community, the depression 

status of user is flagged and matched with preprocessed 

clinical data. From data preprocessing to machine learning, 

an if Association rule was used to classify depression status 

into four-class category. From all experiments and 

evaluation, the developed SH2DM model performed better 

and will be used in the nearest future on larger dataset as we 

also like to investigate the depression detection 

management on global factors like Gender, Colour and 

Ethnicity. 
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