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Abstract: The travel time between bus stops has obvious characteristics of time interval distribution, and the bus is a typical 

space-time process object, and its operation has a state transition. In order to predict the travel time between bus stations 

accurately, a support vector machine (SVM) algorithm is proposed based on the measured travel time between bus stations. 

Through a large number of GPS data in different periods of time for a reasonable classification summary bin selected the 

appropriate kernel function to verify. The algorithm is verified by the actual operation data of No. 6 bus in Qingdao Economic 

and technological Development Zone. The results show that the results of support vector machine model operation are 

basically in agreement with the actual measured data, and the accuracy is relatively high, and it can even be used to predict bus 

travel time. 
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1. Introduction 

In the urban transportation system, when a traveler is 

ready to start from the starting point to the destination, there 

are usually multiple routes to choose from. For the urban 

public transport system, it is very important to predict the 

arrival time of the bus reasonably and accurately. The travel 

time of city bus has obvious characteristics of time interval 

distribution, especially in the morning and evening rush 

hour and the peak period of flat peak period, the travel time 

of city bus is different from that of ordinary peak period. 

Many problems, such as uneven bus arrival time, reduced 

reliability, long waiting time, large difference in passenger 

carrying rate, and so on, affect passengers' willingness to 

take public transportation. [1] So far, there are several 

typical methods for predicting travel time. For example, 

time series prediction method, prediction method based on 

queuing theory, Kalman filter prediction method, 

non-parametric regression prediction method, neural 

network prediction method and comprehensive prediction 

method and so on. 

Peng Xinjian, Weng Xiaoxiong [2]
 

uses firefly 

optimization algorithm combined with BP neural network to 

predict travel time of bus vehicles. Yang Zhaosheng [3] 

proposed a real-time road travel time estimation model based 

on fuzzy neural network (FNN). Mei Chen [4]
 
used AVL data 

to establish a Kalman filter prediction model for bus arrival 

time. Peng [5] proposed a correlation vector machine 

prediction algorithm based on Bayesian probability, which 

can obtain arrival time prediction value and error variance. 

The model can be used to predict the travel time of public 

transport vehicles in future road sections in real time by using 

the measured traffic data. In the current research, support 

vector machine model is mostly used in driving decision and 

driving behavior research, and the application in travel time 

prediction is very few, so this paper is based on the theory of 

support vector machine model to study the prediction of bus 

stop travel time. 

2. Travle Time Prediction Methods 

Bus operation will be disturbed by many random factors 

(such as weather, traffic congestion and passenger flow 

changes.), it is very difficult to accurately predict the arrival 

time of vehicles, for this reason, domestic and foreign 

scholars have done a lot of research. To sum up, there are 
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the following methods: time series model, artificial neural 

network and Kalman filtering, and so on. [6] (1) The time 

series model mainly depends on the similarity between the 

future information and the historical information. When the 

average situation of the historical data changes, it will lead 

to obvious deviation of the prediction result. Moreover, the 

time series model still has obvious lag in the real time 

prediction. (2) Kalman filtering technology is formed by 

introducing state space into modern control theory. It has 

been applied to predict the short-term traffic demand and 

travel time of expressways. (3) Neural network is a model 

that simulates the function of the human brain nervous 

system by modeling and connecting neurons, which are the 

basic units of the human brain. An artificial system with 

intelligent information processing functions, such as 

learning, association, memory and pattern recognition, is 

developed. In recent years, a new machine learning 

method-support vector machine (SVM) [7] has emerged, 

which mainly studies how to mine the law from limited 

observation data (samples) that cannot be obtained by 

principle analysis. The main work is to support Vector 

Machine (SVM) is a new machine learning method. These 

laws are used to analyze the objective objects and to predict 

and judge the unknown data or new phenomena which 

cannot be observed. It has a strong learning ability, 

generalization ability is obviously superior to neural 

networks, it is easy to balance the degree of fit and 

generalization level. 

This paper mainly discusses the application of support 

vector machine (SVM) to predict the travel time of road 

sections between stations 11-12 of No. 6 Road in Qingdao 

Economic and technological Development Zone. [8] In the 

prediction, the travel time at 11-12 stations is censored and 

calculated according to the given data of 7 days, and the 

travel time is calculated according to the time variable. 

Considering the travel time of the section in each period of 

the first four days of the working day and the influence on 

the travel time of the section on Friday on the basis of the 

four days before the working day, a support vector machine 

model is established to predict the travel time of the section 

on the fifth day of the working day. The actual measured 

values and the predicted values on the fifth day of the 

working day are compared and verified. 

3. Sopport Vector Machine Theory 

Support vector machine (SVM) which is based on 

statistical learning, was first proposed by Vap-nick in the 

1990s. In recent years, it has made a breakthrough in its 

theoretical research and algorithm implementation. It began 

to become a powerful means to overcome the traditional 

difficulties such as nonlinear and dimensional disaster 

problems, over-learning problems and local minima problems. 

Its goal is to minimize the structural risk. [9] Compared with 

the condition that the empirical risk requires the sample to be 

infinitely large, the structural risk chooses a compromise 

between the empirical risk and the confidence range, which is 

more suitable for the case of limited samples. After solving 

the problem of linear separability, for nonlinear separable 

problems, it first transforms the input space into a 

high-dimensional space by using the nonlinear 

transformation defined by the inner product function, and the 

input space is transformed into a high-dimensional space by 

means of the nonlinear transformation defined by the inner 

product function. The nonlinear separable problem is 

transformed into the linear separable problem in this high 

dimensional space to find the optimal classification surface 

or the generalized optimal classification surface. The 

generalized maximum interval method or the generalized 

bisection nearest point method can be transformed into 

separable problems. [10] 

Generally speaking, the relationship between vehicle 

running time and traffic conditions, weather and so on is very 

complex, it is difficult to use a specific model to describe, 

therefore, this paper uses SVM to map the relationship 

between output (running time) and input (time period, 

weather). Because SVM can map input data to a high 

dimensional feature space by kernel function, it is very 

effective for some complex or nonlinear problems. In 

addition, SVM algorithm is a convex quadratic optimization 

problem, which can ensure that the extremum found is the 

global optimal solution, unlike some other nonlinear 

optimization methods, it is easy to fall into local minimum. 

[11] 

4. Support Vector Regression Modle for 

Traval Time Prediction 

Factors affecting travel time, such as traffic flow, average 

speed, traffic flow density and lane occupancy, can be 

obtained by vehicle detectors [12]. Among these data, the 

data reflecting the time change of traffic flow mainly 

includes the traffic parameters and historical average value of 

the past several periods of the road sections, and the spatial 

change of traffic flow mainly includes the current and past 

traffic parameters of the upper and lower reaches of the road 

section, and so on. There are some complex functional 

relations between travel time and these basic traffic 

parameters. When predicting travel time, we can find out the 

law and establish prediction model by analyzing the data of 

traffic basic parameters. 

A. Establishment of the model. 

According to the algorithm of support vector regression 

machine and the factors that affect the travel time, the road 

sections are divided into several sections according to the 

distribution of vehicle detectors, and one of them is selected. 

The traffic flow parameters of the first four working days 

from 6 am to 8 am are taken as input, and the travel time of 

the fifth day is taken as the output to establish the prediction 

model. [13] 

First, it is assumed that the travel time of a section of road 

will be predicted. According to the traffic condition of the 

road section and the setting of the vehicle detector, the road 
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section is divided into i segments, i =1, 2, 3,…, m. The traffic 

flow and average speed of a small section of road measured 

by the vehicle detector during the t period are recorded as qi 

(t) and vi (t), respectively, and the average travel time of all 

vehicles passing through the whole section of the road 

section during the t period is set to be T (t), based on the past 

period I. The average travel time T (t +1), T (t +2) and so on 

can be predicted by the traffic parameters of a small section 

(here only the traffic flow) and the travel time of the whole 

road section to predict the average travel time T (t + 1), T (t + 

2) and so on. 

Secondly, the structure and parameters of kernel 

function and support vector machine are selected to 

construct the training set as followed:{(x1, y1), …, (xl, 

yl)}, in which y1, y2, …, yl are average travel time for the 

entire road over the past few periods, x1, x2, …, xl are the 

vector combination of the traffic state parameters of small 

sections and the travel time of the whole section in the 

past few periods. [14] 

Finally, according to the decision function constructed 

by the training results, the traffic state parameters and the 

travel time data of the small section in the current and past 

periods are inputted, and the average travel time in the 

next period (T (t+1)) is predicted by the decision function. 

[15] 

B. The selection of kernel functions, model structure and 

parameter optimization 

In support vector machine, there are polynomial kernel, 

Gauss radial basis (RBF) kernel, Sigmoid function, 

Fourier kernel, B-Spline kernel and so on. The 

corresponding kernel function can also be constructed 

according to specific problems. When using support vector 

machines to solve practical problems, the selection of 

appropriate kernel function is the key factor. After 

determining the kernel function, it is necessary to consider 

the optimization problem of model structure and 

parameters. [16] Now it is common practice to give some 

parameter combinations, by grouping the known training 

set data, any number of sets of data, the use of a given 

combination of parameters to train and predict the 

remaining groups of data, repeatedly calculated, according 

to the prediction results, take the best worthy of the 

optimal model structure and parameters. [17] Parameter 

optimization and adjustment is one of the problems to be 

further studied. Heuristic intelligent optimization 

algorithms such as genetic algorithm and simulated 

annealing algorithm can be considered for optimization. 

5. Case Anslysis 

In order to verify the above prediction method, the time 

information of bus network 7 days a week is processed by 

using the existing data, the extraction time is 6: 00 a.m. to 

10:00, and the section travel time between 11 and 12 

stations is counted. The data are counted on a two-hour 

basis, as shown in table 1. First, data from 6 a.m. to 8 a.m. 

during the working day were selected for processing, with a 

total of 70 sets of data. Four days before the training set is 

constructed, the travel time of this section is the input 

attribute value, and the travel time T (t + 1) of the fifth day, 

Friday, the travel time of the road section from 6 to 8 

o'clock earlier, is the output attribute value. [18] As a result, 

70 sets of data sets including input and output are obtained, 

the first 56 sets of data are selected as training sets for 

training the learning machine, and the last 14 sets of data 

are used as validation data. The travel time is predicted by 

the above data of the support vector machine program in the 

MATLAB Toolkit. 

When using support vector machine (SVM) to predict, 

the kernel function selected is Gauss Radial basis (RBF) 

kernel function (whose parameter σ� is 2000). The 

optimization process of parameters is to divide the known 

training set data into five groups, for example, to select four 

sets of prediction. The remaining 1 group, try again and 

again, take the best value to get. The prediction results are 

shown in figure 1, the relative errors and parameter 

selection sets are shown in figures 2, respectively, and the 

original values and the predicted values are shown in table 

1. 

Table 1. Original and predicted values for five working days. 

Initial value Predicted value 

Monday Tuesday Wednesday Thursday Friday Friday 

86 86 122 95 107 117 

112 112 133 119 106 116 

96 96 113 157 111 110 

138 138 140 179 146 136 

120 120 156 125 117 127 

197 197 126 144 109 119 

94 146 120 151 174 164 

171 182 179 180 181 178 

131 122 116 173 97 107 

187 143 137 174 107 117 

110 179 122 103 192 182 

165 212 111 139 175 165 

234 169 159 215 210 199 

216 200 173 207 186 196 
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Figure 1. Comparison of raw data with predicted data. 

 

Figure 2. Relative error diagram。 

Figure 1 and figure 2 show that there is not much 

difference between the original data and the predicted data, 

and it can be seen from figure 2 that the relative errors 

fluctuate from 0 to 0, and between -0.5-- + 0.5, indicating that 

the prediction is more accurate. Table 1 shows the actual 

values from Monday to Friday and the predicted values from 

Friday during the working day, which leads to the conclusion 

that the support vector machine is more reliable in predicting 

the travel time of bus sections, and it can be widely used in 

daily life. 

6. Conclusion 

Aiming at the characteristics of bus travel and current 

research status this paper proposes a prediction algorithm 

based on support vector machine for bus station travel time by 

classifying public transit GPS data reasonably in different 

periods. And select appropriate kernel function to verify. 

Finally, this paper verifies the algorithm based on actual 

operational data of 6 bus in Qingdao Economic Technology 

Development Zone, which shows that SVM model is basically 

consistent with actual measured data and accuracy is higher. 
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