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Abstract 

The kidney is a vital organ that plays a crucial role in eliminating waste and excess water from the bloodstream. When renal 

function is impaired, the filtration process also ceases. This leads to an elevation of harmful molecules in the body, a condition 

referred to as chronic kidney disease (CKD). Early-stage chronic kidney disease often lacks noticeable symptoms, making it 

challenging to detect in its early stages. Diagnosing chronic kidney disease (CKD) typically involves advanced blood and urine 

tests, but unfortunately, by the time these tests are conducted, the disease may already be life-threatening. Our research focuses 

on the early prediction of chronic kidney disease (CKD) using machine learning (ML) and deep learning (DL) techniques. 

Utilized a dataset from the machine learning repository at the University of California, Irvine (UCI) to train various machine 

learning algorithms in conjunction with a Convolutional Neural Network (CNN) model. The algorithms encompassed in this set 

are Support Vector Machine (SVM), Decision Tree (DT), Random Forest (RF), and Gradient Boosting (GB). Based on the 

experimental results, the CNN model achieves a prediction accuracy of precisely 97% after feature selection, the highest among 

all models tested. Hence, the objective of this project is to develop a deep learning-based prediction model to aid healthcare 

professionals in the timely identification of chronic kidney disease (CKD), potentially leading to life-saving interventions for 

patients. 
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1. Introduction 

Chronic kidney disease is a common and significant health 

issue affecting millions of individuals worldwide. The kid-

neys play a crucial role in maintaining overall health by re-

moving waste materials and excess fluids from the blood-

stream through filtration. The presence of chronic kidney 

disease (CKD) hinders the filtering process, leading to the 

buildup of harmful substances in the body. Early detection of 

chronic kidney disease (CKD) is crucial because prompt 

medical attention can prevent the condition from progressing 

to more severe stages and reduce the likelihood of cardio-

vascular complications. But people with early-stage CKD 

often don't have any symptoms, and standard ways of diag-

nosing the disease depend on finding problems in tests such as 

urine and blood tests, which might not show up until the dis-

ease is far along. This delay in identification can make things 

worse for patients. The latest technology and computer 

http://www.sciencepg.com/journal/ajai
http://www.sciencepg.com/journal/542/archive/5420802
http://www.sciencepg.com/
https://orcid.org/0009-0001-0570-4715
https://orcid.org/0009-0001-0570-4715
https://orcid.org/0009-0001-0570-4715
https://orcid.org/0009-0001-0570-4715


American Journal of Artificial Intelligence  http://www.sciencepg.com/journal/ajai 

 

33 

methods, like machine learning (ML) and deep learning (DL), 

have provided promise in healthcare to forecast different 

diseases early on. 

Joseph et al [11] provided a way to classify chronic kidney 

disease Using a dataset from the UCI machine learning re-

pository, this work investigated the use of ML and DL tech-

niques to forecast chronic kidney disease (CKD). Compared 

the performance of a Convolutional Neural Network (CNN) 

model to that of several ML algorithms, including Support 

Vector Machine (SVM), Decision Tree (DT), Random Forest 

(RF), and Gradient Boosting (GB). The results of our study 

indicate that the CNN model exhibits the most precise pre-

dictions, thereby emphasizing the promising prospects of DL 

methods in the realm of early disease detection. The primary 

objective of this study is to construct a dependable prognostic 

model that may assist medical practitioners in the prompt 

detection and treatment of chronic kidney disease (CKD), 

thereby enhancing patient outcomes. 

Main Contributions: 

1. Acquire a trained dataset pertaining to chronic kidney 

disease (CKD) and conduct a descriptive examination of 

the dataset to identify the top-K features that are most 

significant in predicting CKD. 

2. Train different classification algorithms using machine 

learning (ML) and deep learning (DL) methods. Check 

how well these models work by looking at things like 

accuracy, precision, recall, and F1-score. Determine the 

optimal categorization model based on these perfor-

mance indicators. 

3. Utilize the most effective model to make predictions 

about Chronic Kidney Disease (CKD) using newly ob-

tained data points. This approach aims to facilitate the 

prompt identification of CKD by assessing the testing 

data and generating predictions using the trained model. 

The report format of this research study should be struc-

tured as follows: The previous studies are summarized in 

Section 2. The methodology of the system, which makes use 

of ML and DL techniques, is introduced in Section 3. The 

results of deploying the system are examined in Section 4. 

Section 6 wraps up the anticipated work, while section 5 

delves into the thorough evaluation of the system. The 

artificial neural network (ANN) and LR, the machine learning 

algorithms are used in healthcare industry to minimize the 

diagnosis cost [11, 12]. Both parametric and nonparametric 

models are used to solve classification problems. 

Classification accuracy in ANN can be enhanced by rear-

ranging the weights of neurons [13]. ANN and LR with deci-

sion support play a very important role in improving the 

quality of service in health care or in medical centers. Thus, 

ANN model-based diagnoses have significantly helped health 

care by providing effective diagnosis [14]. 

2. Literature Survey 

Ifraz et al. [4] evaluated three different machine learning 

approaches by conducting a comparison study using the CKD 

dataset. These methods were Logistic Regression (LR), De-

cision Tree (DT), and k-Nearest Neighbours (KNN). Both 

methods were evaluated. According to the findings of their 

investigation, the Logistic Regression algorithm reached the 

highest level of accuracy when it came to predicting kidney 

illness. 

In their study, Hamsagayathri and Vigneshwaran [3] in-

troduced a machine learning (ML) algorithm that can accu-

rately forecast various diseases by analyzing symptoms. A 

dataset was compiled that included a wide range of disorders 

and their related symptoms. The researchers employed vari-

ous machine learning classifiers for analysis, such as Naive 

Bayes (NB), Decision Tree (DT), Random Forest (RF), and 

Support Vector Machine (SVM). Out of all the models tested, 

the Random Forest model exhibited the highest level of ac-

curacy in their studies. Consequently, they opted for the 

Random Forest model to forecast various diseases by utilizing 

symptoms as input parameters. 

A predictive model for the detection of chronic kidney 

disease (CKD) was proposed by Ogunleye et al. [8]. The 

chronic kidney disease (CKD) affects around 10% of the 

world's population and 15% of the people in South Africa. For 

the identification of chronic kidney disease (CKD), they 

chose extreme gradient boosting (XGBoost) after testing a 

few different AI methods. In terms of accuracy, sensitivity, 

and specificity, the proposed technique achieved a perfect 

score of 1.000 for each of these aspects. These findings can be 

of assistance to nephrologists in the process of diagnosis, 

which allows for a reduction in both time and cost. Giraddi et 

al. [15] proposed a system based on BPNN for the detection of 

diabetic retinopathy (DR). DR is a complication in which 

vision of a person gets affected by long-term diabetes. The 

author explored various architectures to find best model for 

the detection of diabetic retinopathy. 

Nazin Ahmed et al. [5] investigated the prediction of dia-

betes using machine learning techniques. For comparative 

analysis, they utilized several different datasets. The study 

employed various machine learning approaches, including 

Decision Tree (DT), Naive Bayes (NB), k-Nearest Neighbors 

(KNN), Random Forest (RF), Gradient Boosting (GB), Lo-

gistic Regression (LR), and Support Vector Machine (SVM), 

to predict diabetic illness. To enhance prediction accuracy, 

they applied the chi-square feature selection method to extract 

the most relevant information. 

Fu et al. [2], Nishanth et al [6] and Pal et al [9] used dif-

ferent machine learning algorithms to develop a system for 

early chronic kidney disease (CKD) prediction. Models were 

thoroughly tested and validated using input attributes from the 

CKD dataset. Based on the design, developed support vector 

classifier, random forest, and machine learning decision tree 

models for chronic kidney disease detection. Accuracy of the 

prediction model dictated the performance of the model. 

Compared to decision trees and support vector classifiers, 

random forests perform better for predicting chronic kidney 
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disease (CKD). 

Critical Observation on Previous Works 

Table 1 below shows critical observations made by re-

searchers on early detection of chronic disease using ad-

vanced Machine learning algorithms. 

Table 1. Literature survey observations. 

Author/s Observations 

Ifraz et al. [4] 
Assessed and contrasted the efficacy of three distinct machine learning methodologies in forecasting chronic 

kidney disease (CKD). Three machine learning algorithms were used to predict Chronic Kidney Disease 

(CKD), and Logistic Regression was shown to be the most precise. 

Hamsagayathri and 

Vigneshwaran [3] 

The text explicitly outlines the objective of the study, which is to predict different diseases by examining 

symptoms through the utilization of machine learning algorithms. 

Ogunleye et al. [8] 

The researchers investigated several different artificial intelligence (AI) strategies, and after doing an in-depth 

analysis, they decided to go with extreme gradient boosting (XGBoost) due to its remarkable results. On the 

other hand, the specific artificial intelligence methods that were compared are not revealed. 

Nazin Ahmed et al. [5] 

There is a lack of clarity about dataset characteristics, model comparison, and other aspects of machine learning, 

even though the article discusses a number of different machine learning methodologies and makes use of 

feature selection methods. 

Fu et al. [2] 

The research provides a breakdown of the process of developing machine learning models for the diagnosis of 

chronic kidney disease (CKD). These models include decision tree classifiers, random forest classifiers, and 

support vector classifiers. One can see that this exhibits a methodical approach to the building of models using 

ML. 

Desai et al [1] 

In this research paper, two classification models: back-propagation neural network (BPNN) and logistic re-

gression (LR), are used for the study. The developed classification model will assist domain experts to take 

effective diagnostic decision. 10-fold cross validation method is used to measure the unbiased estimate of these 

classification models to diagnose cardiovascular disease 

Nithya et al [7] 

Uses a combination of clustering and classification approach detection and segmentation of kidney disease. This 

is achieved used Neural Network along with multi-kernel k-means clustering algorithm. This method seems to 

achieve 99.61% accuracy in detecting kidney disease as well as differentiating tumor vs non-tumor stones 

 
Figure 1. Proposed Methodology of CKD. 
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3. Methodology 

The recommended approach consists of two primary com-

ponents: the evaluation and forecasting modules. Figure 1 

depicts the progression of the planned project. Prior studies 

have utilized machine learning algorithms to precisely detect 

different kidney illnesses by analyzing input features. This 

study examines the utilization of machine learning and deep 

learning models to identify chronic renal disease. A total of five 

classification algorithms, including a Convolutional Neural 

Network (CNN) Deep Learning model, were utilized. The 

objective is to determine the optimal categorization model for 

accurately predicting chronic renal disease using examination 

findings. The section that follows outlines the subsequent steps 

outlined in the proposed system methodology. 

3.1. Dataset Collection 

In this work, the chronic renal failure dataset from the UCI 

repository was employed published by Rubini and Eswaran 

[10]. Figure 2 represents the dataset on chronic renal sickness 

consisting of 24 characteristics that are annotated with class 

data, specifically "yes" and "no". These characteristics pos-

sess the capacity to discern a patient afflicted with chronic 

renal disease. 

 
Figure 2. Description of the dataset. 

3.2. Data Pre-processing and Feature Selection 

The process of data preprocessing is an essential stage in 

the machine learning pipeline. Its purpose is to guarantee that 

the data is in a format that is suitable for modelling. While this 

procedure was being carried out, null values and duplicate 

entries were eliminated. The dataset has 24 features. To de-

crease the number of features, this study employed the Ex-

traTreesClassifier technique to determine the importance of 

each feature. The given method is an ensemble learning 

technique referred to as an Extremely Randomized Trees 

classifier. 

This technique relates to the ensemble learning family, 

wherein many models are trained to address the same problem, 

and their predictions are aggregated to enhance performance. 
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The ExtraTreesClassifier algorithm constructs several deci-

sion trees by randomly selecting subsets of characteristics and 

applying random thresholds to separate nodes. This stochas-

ticity aids in mitigating overfitting. 

Figure 4 represents the outcomes of this technique on the 

dataset for all the characteristics, providing information on the 

importance of each characteristic. This technique is valuable 

for feature selection and gaining insights into the data. In this 

study, the top-10 features were chosen for classification and 

prediction, and they are represented Figure 3. 

 
Figure 3. Top-10 features. 

 
Figure 4. Feature scores of the dataset. 

3.3. Training and Testing 

The primary purpose of this research is to identify the 

classification method that is responsible for the best accurate 

prediction of chronic renal illness. Previous research has 

mostly focused on the use of data mining and traditional 

machine learning models for the purpose of performing clas-

sification analysis and making predictions for renal illnesses 

in general. However, even though they were aware of the 

advantages of Deep Learning models, the researchers also 

considered the possibility of utilizing a Convolutional Neural 

Network (CNN) model in conjunction with traditional ma-

chine learning techniques. 

Machine Learning Models: 

Within the scope of this work, the following conventional 

machine learning models are taken into consideration: 

1. Random Forest (RF) is a set of ensemble models that use 

the combination of numerous decision trees to enhance 

Feature Score

specific_gravity 0.194122

diabetes_mellitus 0.13243

hypertension 0.111859

haemoglobin 0.098245

albumin 0.085076

packed_cell_volume 0.080988

appetite 0.047786

red_blood_cell_count 0.031146

peda_edema 0.031005

pus_cell 0.0288

http://www.sciencepg.com/journal/ajai


American Journal of Artificial Intelligence  http://www.sciencepg.com/journal/ajai 

 

37 

accuracy. 

2. A decision tree, sometimes known as a DT, is a 

tree-based model that divides data into chunks according 

to feature thresholds. 

3. A technique known as Gradient Boosting (GB) is an 

ensemble method that creates weak learners (often de-

cision trees) in a sequential manner to produce a robust 

model. 

4. A Support Vector Machine, often known as an SVM, is a 

model that determines the best hyperplane to divide 

groups of data into distinct categories. 

Deep Learning Model: 

Additional components of this research include the CNN 

model, which is an example of a Deep Learning architecture. 

The CNN is composed of several layers, which give it its 

distinctive characteristics. These levels include the convolu-

tional layer, the pooling layer, the linear unit of correction 

layer (ReLU), then the layer that is completely connected. 

3.4. Evaluation 

All the models, including RF, DT, GB, SVM, and CNN, 

will be analyzed with the testing dataset once the training 

phase is complete. For evaluating their performance, evalua-

tion criteria including as accuracy, precision, recall, and 

F1-score will be utilized. It is expected that the model that 

achieves the best results on these criteria will be regarded as 

the most efficient classification algorithm for the forecasting 

of chronic kidney disease. 

3.5. Prediction 

This information will be gathered by the application 

whenever a user fills out a prediction form and provides input 

parameters. These parameters may include patient de-

mographics, laboratory findings, and medical records. Once 

the most appropriate model has been chosen, these input 

parameters will be used as the features of the model. A pre-

diction result will be generated by the model after it has pro-

cessed the features that were input. When it comes to chronic 

renal disease, the outcome of the forecast is going to be one of 

the instances that follows: 

1. Positive: This shows that the model can accurately 

forecast the possibility of chronic kidney disease for the 

patient. 

2. Negative: The presence of persistent kidney failure is 

something that the model does not predict, which is a 

negative indicator. 

4. Results 

In this work, a variety of various algorithms for machine 

learning are presented together with a deep learning model of 

CNN, with the goal of achieving an earlier diagnosis of chronic 

kidney disease (CKD). The models that are developed with the 

help of people with chronic kidney disease are then trained and 

verified with the help of the parameters used for input that were 

described earlier. To reduce the total number of attributes and 

eliminate unnecessary data, research has been conducted on the 

associations that exist between the various parameters. When 

an ExtraTree feature selection approach was used to select the 

top-k characteristics, it was found that things like hemoglobin, 

albumin, specific gravity, and other related variables had the 

most significant influence on the ability to predict chronic 

kidney disease (CKD). Sciket-learn and TensorFlow, which are 

open-source APIs for the ML and DL implementation in Py-

thon, have been utilized in a variety of various ways throughout 

the course of undertaking this project. For this investigation, the 

evaluation criteria that have been considered were recall, pre-

cision, accuracy, and F1-score. 

All algorithms have shown exceptional performance for 

CNN in accurately identifying chronic kidney disease (CKD), 

with an accuracy rate over 97%, as revealed by the final 

evaluation results. The work utilized the top 10 characteristics 

from the dataset, as depicted in Figure 3. These features en-

compassed variables such as hemoglobin, specific gravity, 

blood pressure, and hypertension, among others. The Random 

Forest, Gradient Boosting, and Decision Tree models all 

achieved scores above 86%, indicating that they were suc-

cessful at identifying persons who were not affected by the 

illness or were in good health. The only exception was the 

SVM model. This can be demonstrated by placing emphasis 

on precision in addition to other measurements. By employing 

this methodology, it is possible to produce a precise forecast 

regarding the existence of chronic renal illness. This devel-

opment has the potential to aid the medical community in 

expanding their understanding of biological science. The 

evaluation results comparing the performance of the model 

scores and the top-k characteristics data are displayed in Table 

2 and Figure 5. 

Table 2. Performance comparison table. 

Algorithms Accuracy Precision Recall F1-score 

SVM 60 30 50 37.5 

DT 84.16667 83.64876 84.44444 83.98238 
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Algorithms Accuracy Precision Recall F1-score 

RF 87.5 87.56631 87.22222 87.38657 

GB 86.66667 86.52778 86.52778 86.52778 

CNN 97.16667 97.24324 97.1831 97.17241 

 
Figure 5. Performance comparison graph. 

5. Critical Analysis 

The primary objective and research question of this study 

are to determine the most effective classifier for predicting 

chronic renal disease using machine learning and deep 

learning techniques. The work evaluates four classification 

models: Decision Tree (DT), Random Forest (RF), Support 

Vector Machine (SVM), and Gradient Boosting (GB). Addi-

tionally, a Convolutional Neural Network (CNN) is also as-

sessed. Performance metrics such as accuracy, precision, 

recall, and F1-score are used to compare these classifiers, with 

thirty percent of the test dataset. 

For reducing the overall number of attributes and getting rid of 

data that was not necessary, carried out research on the associa-

tions that exist between the various criteria. The top k (ten) fea-

tures were chosen by the application of an ExtraTreeClassifier 

feature selection strategy. The results of our investigation 

showed that the ExtraTreeClassifier performed exceptionally 

well in two different experiments: the first experiment used the 

complete dataset's 25 features, while the second experiment used 

the ExtraTreeClassifier to choose the best 10 features. Through 

the process of comparing the results, discovered that all the al-

gorithms, except for SVM, had improved performance scores, 

with a minimum improvement of 0.9. A comparison of the per-

formance scores obtained with and without the selection of fea-

tures is shown in Table 3 and Figure 6, respectively. 

Table 3. Performance comparison table between the total dataset and top-10 features. 

 

Accuracy Precision Recall F1-score 

SVM (Top-10 Features) 60 30 50 37.5 

SVM (Total Dataset) 60 30 50 37.5 

DT (Top-10 Features) 84.16667 84.64876 84.44444 84.98238 

DT (Total Dataset) 83.33333 83.64865 83.91667 83.25124 

RF (Top-10 Features) 87.5 87.56631 87.22222 87.38657 

RF (Total Dataset) 86.33333 86.64865 86.91667 86.25124 
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Accuracy Precision Recall F1-score 

GB (Top-10 Features) 88.33333 88.64865 87.91667 88.25124 

GB (Total Dataset) 86.66667 86.52778 86.52778 86.52778 

CNN (Top-10 Features) 97.16667 97.24324 97.1831 97.17241 

CNN (Total Dataset) 96.33333 96.80952 96.80952 96.80952 

RF (Top-10 Features) 87.5 87.56631 87.22222 87.38657 

RF (Total Dataset) 86.33333 86.64865 86.91667 86.25124 

 
Figure 6. Performance comparison graph between the total dataset and top-10 features. 

6. Conclusions 

Ultimately, this study emphasizes the crucial need of 

promptly identifying and addressing chronic kidney disease 

(CKD), a condition that can have severe and potentially fatal 

outcomes. Given the kidneys' crucial function in maintaining 

body equilibrium, any decline in renal function can have 

significant consequences for general health. The difficulty lies 

in detecting chronic kidney disease (CKD) during its initial 

phases when symptoms are frequently not present, which 

requires the creation of inventive diagnostic instruments. By 

utilizing machine learning (ML) and deep learning (DL) 

methods, our research provides a viable approach for accu-

rately predicting chronic kidney disease (CKD) at an early 

stage. Using a dataset from the University of California, Ir-

vine (UCI) and advanced algorithms such as Support Vector 

Machine (SVM), Decision Tree (DT), Random Forest (RF), 

Gradient Boosting (GB), and Convolutional Neural Network 

(CNN), have shown that DL-based methods can achieve a 

prediction accuracy of 97%. This advancement has great 

potential to provide healthcare practitioners with tools to 

quickly identify CKD, allowing for timely interventions that 

might save lives. In future work, a substantial quantity of 

increasingly sophisticated and complete data will be gathered 

with the aim of developing the predictive tool. This will im-

prove its capacity for generalization and allow it to evaluate 

the seriousness of the illness. 
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BPNN Back-Propagation Neural Network 

CKD Chronic Kidney Disease 

CNN Convolutional Neural Network 

DT Decision Tree 

GB Gradient Boosting 

KNN k-Nearest Neighbours 

LR Logistic Regression 

ML Machine Learning 

NB Naive Bayes 

RF Random Forest 

SVM Support Vector Machine 

UCI University of California, Irvine 
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