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1. Introduction

Themobile networkis constantlychanginghe way people
communicatestayinformed,andare entertainedWith more
compelling servicesand mobile multimedia computing de-
vices,usersareincreasinglyenteringthe networkandcreating
anenormoussurgein mobile traffic, saturatingthe networks.
According to Ci s cpeedictions mobile data traffic will
increaseeightfold between2015and 2025. CurrentTelecom
networkarchitecturesireexpectedo facedifficulties scaling
to this load, causingmobile operatorgo look for new alter-
natives to overcomethis challengeand putting them on
pressureof maintaining appreciableuser experiencesThe
table below gives a brief summary of mobile network
changingdynamics.

Table 1. Mobile networkchangingdynamicq1] .

Network/observation ~ Old normal New normal
Users People Peopleandthings
Access Homogeneous  Heterogeneous
Services Voice anddata Experiences
Usage Predictable Unpredictable
Architecture Static Elastic

In Cameroonmanyoperatorsin partnershipwvith Huawei,
her main equipmentvendor, since 2005 and 2006 launched
projectsby purchasingHuawei Core network. With the de-
ployment already completed all these companiesaim to
guarantedettercustomeexperienceto hervastandgrowing
clientsespeciallyfor dataservice.

In the questto meetup with this i n enmo r mmabite,
network operatorsare greatly faced with a situationwhere,
they tend to have increasedvariety of vertically integrated
hardware equipment, requiring much of the procure de-
sigrrintegratedeploy cycle to be repeatedwherebythe de-
ploymentof a newnetworkserviceoftenrequiresyet another
variety of hardware spaceand powerto accommodateand
this is becomingincreasinglydifficult; consideringthe in-
creasingostsof energycapitalinvestmenthallengesindthe
rarity of skills necessaryto design, integrate and operate
increasinglycomplexhardwarebasedequipmentwhich also
rapidly reachendof life with shorterlifecyclesastechnology
and serviceinnovationsacceleratesgconstraininginnovation
in anincreasinglynetworkcentricconnectedvorld [2].

NFV is anemergingkey technologyto overcomethe major
challengedacing the mobile network operatorssuchas re-
ducingCAPEX (Capital expenditure@gndOPEX (Operational
expenditure) and satisfyingthe growing demandfor mobile
services(scalability). It standsas a promising solution to
transfer|T virtualization technologyadvantageso the tele-

communicationindustry by leveragingstandardIT virtual-
ization technologyto consolidatemany network equipment
types onto industry standardhigh-volume servers,switches
and storage[2]. NFV is applicableto any dataplane packet
processingand control plane function in fixed and mobile
networkinfrastructuresandalsopavesawayto 5G.
The presentwork titled A Vi r t u aof a 46 &volven n
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in regardsto the above observation,thereforestandsas a
squarepegin a squarehole, as operatorsneedto deploy a
corenetworkthat combinesperformancewith intelligenceto
meetdifferenttraffic demandswith an elasticarchitectureto
createa robust multimedia environment,enhanceand man-
agethe subscriberxperienceand monetizenetworktraffic.
Thevirtualizationof the EPCasit canbe usedfor enterprise
purposes,t can also be usedfor teachingpurposeswhich
will allow the teacherto presentthe way of designinga 4G
core network, the way signalingis carriedin an EPC, the
way nodeswill exchangednformation. In this way, some
remoteaccesgo laboratoriescan be designedallowing stu-
dentsfrom one university to use remotelythe resourcesof
anotheruniversity,soin this work we will regardthe useof
virtualization for both enterpriseand educationalpurposes.
For an easywalk throughthis work, we adoptedthe follow-
ing partition of threemajor parts: Thefirst onewill berelated
to the contextand problem statementthis will be followed
by the method used, after that we will presentthe results
obtainedthrough simulationsand we shall end with a con-
clusion.

2. Context and Problem

VEPCexistingsolutions

Though no standardreferencesolution currently exists,
thereis a variable numberof virtualized EPC solutionsal-
readyin market,on test,aswell ason developmentAs new
MNOs (Mobile Network operatorsyvorldwide tend to em-
bracethe currentbreezeof virtualization,so doesthe number
of vEPC solutionskeepsincreasing.Someof thesesolutions
include:

1. HuaweiCloudEPC,

2. AffirmedNetworksMobile ContentCloud,

3. Cisco Virtual Packet Core, Ericsson Cloud Packet
Core,
MavenirvEPC,
Nokia Cloud PacketCore,
ZTEVEPC,
BrocadevEPCetc.

A walk through02 of the solutionsabove,with a brief de-
scriptionis presentedelow

HuaweiCloudEPC

TheHuaweiCloudEPGsolutionuseghenetworkfunctions

o gk
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virtualization(NFV) technologyto virtualizethe EPCsystem.
This solutionaccelerateservicelaunch,builds a more open
ecosystemgontinuouslyimprovesserviceinnovation capa-
bilities, andreduceglevicepurchaseandmaintenanceosts.
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Figure 1. HuaweiCloudEPCJ[3] .

The CloudEPCis animportantpart of the HuaweiCloud-
Edgesolutionandconsistof thefollowing networkelements
(NEs):

1. CloudUSN: supports serving GPRS support node
(SGSN)and mobility managemengntity (MME) func-
tions.

2. CloudUGW: supportsserving gateway(S-GW), PDN
gateway(P-GW), gatewayGPRSsupportnode(GGSN),
evolved packet data gateway (ePDG), and trusted
gateway(TGW) functions.

3. CloudCG:supportscharginggateway(CG) functions.

4. CloudDNS supports Domain Name server (DNS)
functions.

Key Features

1. Efficient ResourcdJsage

2. FlexibleScaling

3. Flexibility and Opennes8asedon the NFV Architec-
ture

4. Standardnterfaces

5. Flexible hardwareselection

6. FastServiceDeployment

CiscoVirtual PacketCore

Cisco Virtual PacketCore (VPC) changeghe paradigmof
agility for serviceproviders. t tliesdustry'smostcomplete,
fully virtualized, evolved packetcore platform and hyperi-
sorindependentsolution that combinesnetwork functions
virtualization(NFV) andsoftwaredefinednetworking(SDN).
It capturesuntappedevenueopportunities particularly with

Internet of Things and machineto-machineconnections.t
supportsconfigurationmodelssuchas: Single Instance(left)
andDistributedinstance(right).

VM, VMware, etc.)

(EVM, VMaware, etc.}
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Figure 2. CiscoVirtual PacketCore[4] .

Ci s &/BCGcembinesall packetcoreservicedor 4G, 3G,
2G, Wi-Fi, and small cell networksinto a single solution. It
providesthosenetwork functionsas virtualized services,so
you canscalecapacityandintroducenewservicesmuchfaster
andmorecosteffectively.

The solutionis basedon the sameprovenStarOSsoftware
usedin Cisco ASR 5000 Seriesplatforms.It is designedto
distributeand orchestratgpacketcore functionsacrossphys-
ical and virtual resourcesso you can easily transitionfrom
physical to virtualized p a ¢ kcere gervices,or use both
simultaneously.

Features

1. Expandable

2. Costeffective
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3. Flexible

4. Simple

5. Simplify migrationthrougha softwareupgrade

Problemstatement

AlthoughEPChasbeendeployedoverthelastfew yearsas

an upgrade from the packet core network of 2G/3G
SGSN/GGSN with some advantagesincluding: Higher
throughput, Lower latency, Simplified mobility between
3GPPandnon3GPPnetworks Enhancedervicecontroland
provisioning, Efficient use of network resourcesthe next
sectionfocuseson someof its limitations, which constitutes
our problemstatement.

Disadvantages

Despitethe advantagesandwith regardsto the rapid evo-

lution in communicatiortrendsandnetworktechnologiesthe
currentEPCtendsto belessdynamic(flexible) to effectively
supportcommunicationsasa resultof somefunctionallimi-
tationssuchas:

1. Poor scalability as EPC is mostly dedicatedor pur-
posebuilt vendorlocking hardwareimplementationn
which to deploya new network serviceoften requires
yet anothervariety of equipment,spaceand powerto
accommodatend this becomesincreasinglydifficult
due to increasingcostsof energy,capital investment
challengesandthe rarity of skills necessaryo design,
integrate and operate increasingly complex hard-
ware-basedligital equipment;

2. Hardwarebasedequipmentrapidly reachend of life
without any recycling options, requiring much of the
procuredesignintegratedeploy cycle to be repeated
with minimal revenuebenefits;

3. Inefficient resourceoptimization, provisioningand a-
location due to manualand static network configura-
tions;

4. Sloweddown time-to-marketfor new servicesandin-
novations, with high deploymentand dimensioning
costs;

5. In an increasingly networkcentric connectedworld,
hardwardifecyclesarebecomingshorterastechnology
andservicednnovationaccelerates;

6. The supervisionplatform; the U2000 MBB serverap-
plication doesnot offer a graphicalanalysisof the per-
formanceof thenetworknodeswhile havingtheir major
resourcebeenutilized e.g.the CPUandMemorystress
levels;

7. It is not possiblethroughthe monitoring platform, to
re-planthe networkin orderto bring to existencea new
node(s)without havingthe latter alreadydeployedand
hencemakesgt difficult to adaptto anevolvingnetwork
topolagy.

Specifications

The problemof increasedCAPEX and OPEX greatlyim-

pactsaM N O Gevenueandeventualgrowth. Hencethe need
for more efficient and costeffective solutions.Our proposed
solutionwill striveto realizethefollowing:

1. StudyanNFV basedsolutionfor mobile corenetworks;

2. Design and deploymenta simple virtual 4G mobile
networkcore(VEPC);

3. Simulateour designon Linux (Ubuntu),usingNS-3 to
visualizehow the proposedsolutionworks.

3. Method

3.1.Stateof the Art

AndreasG. Papidasin a study[5] for his MasterThesisin
Information Systemsfrom the Athens University of Eco-

nomics and Business,June 2016, studiedthe i Net wo r k

FunctionsVirtualization for Mobile N e t w o Hik ftudlies
coveredthe implementationof NFV in the mobile core net-
work (EPC)andtheradioaccessietwork(C-RAN) aswell as
its correlationwith SDN. As a limitation, the authorfocused
only on the theoreticalstudyanddid not showany practical
implementationThe presenwork will go furtherto presena
simulationmodule.By usingvirtualization,it is alsopossible
asexplainbeforeto build a virtual laboratoriesenvironment
which canbe shareremotelyby manyuniversitiesfor testing,
simulationandteachingpurposethis havebeenproposedy
authorsfor the usageof Huawei eNSPsoftware[6] and a
self-developedsoftware[7] for networkoptimization.

NFV-based EPC implementationshave seen significant
interestfrom academiandindustry.SomeAuthors(A. Jainet
al, 2016)showedthatan NFV-basedmplementatiorof EPC
is bettersuitedfor networkswith high signalingtraffic while
an SDN-basedlesignof the EPCis bettersuitedfor networks
with high dataplanetraffic [8].

To testandsimulateproblemusingNS3,Lyeb, Deussom
andTonyeproposedheusedof NS3in virtual environment
to do the simulation of an offloading algorithm between
LTE andWiFi network[9]. Similarly, DeussomNdje and
Tonyehaveproposedheusageof NS3to simulateandtest
the usageof artificial beecolony algorithmfor the Cloud
RAN [10] to allow to increasethe networkcapacityby the
virtualization of the basestationandthe sharingof cloud
resources.

Otherwriterslike B. Hirschmanet al, 2015 evaluateda
commercial NFV-based EPC, and demonstratethat its
performancecanmatchthatof a hardwarebasedappliance
[11].

Other researchproposalsshowedhow the MME (Mo-
bility Management Entityfomponenof avirtualizedEPC,
can be scaled horizontally in order to build a
high-performancescalabledistributedEPC.

A. Banerjeeet al, 2015[12] proposedthat the MME ele-
mentcanbedividedinto aloadbalancemandpacketprocessor
componentsand a consistenuseof hashingat the load bd-
ancerto distributeincomingconnections.

Accordingto X. An etal, 2012[13], the centralMME core
node can be distributed into multiple replicas and pushed
closerto the accessedge,resultingin reducedlatencyand
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betterhandovemperformance.

A. Takanoet al, 2014 [14] presentan MME architecture
basedon a statelessvorkerthreadand centralizedstatestar-
agemodel. However, with the exceptionof A. Takano et al
[14], noneof the prior works mentionedabovein this area
madetheir codeopenfor researchers.

3.2.SystemAnalysis

TheEvolvedPacketCore(EPC)asdescribeckarlier,stands
asthe centralpoint of a whole 4G network, working in col-
laborationwith othersectionsof the networksuchthe access
andtransporinetworksto procesandchanneinformationto
requireddestinationsHenceit hasto be well planned,de-
signed,deployed,and maintainedin orderto attainoptimum
performanceThereforeapoorlydesignedEPCwill generally
give rise to slow and dormantnetwork. This sectiondetails
somekey tasksof an EPC,the Constraintdt encountersand
viewsthefeasibility of theseconstraints.

Problems£Encountered

In the caseof anincreasen the numberof subscribersor
network expansion,new licenses(equipment) have to be
purchasedor eventualdeploymentThis of coursewill entail
newcapitalandoperationatostsaswell asenergyandspace
whichin turnis not anefficient way of scalingup a network.
Hence,a virtualized and automatedNetwork will go a long
way to remedythe latter shortcomingsby providing a more
flexible networkthatcanrespondo instantdemands.

In the case of a network using Huawei solution, the
iManagerU2000 MBB serverapplicationis the correspod-
ing managemenplatform usedfor supervisionthoughthis
applicationis of greathelpin this key role, it canbefoundto
belimited in following aspects:

1. It doesnotoffer agraphicalanalysisof the performance

of thenetworknodeswhile utilizing themajorresources,
e.g.theCPUandMemorystresdevels.

2. It doesnot permit a re-planningof a networkto bring
into exisencea new node(s)without having the latter
alreadydeployedand hencedifficulties in adjustingto
anevolving networktopology.

Therefore,a virtualized core with its managemenand or-
chestrationcomponentthrough which we can perform dy-
namic configurations, generate, maintain and tear down
network serviceswill greatlyimprove performancen terms
of the core network monitoring and managementor a cor-
poratecontext.Also for academiccontext,a virtualized core
be usedfor teachingpurposeand can be reachablethrough
internetfor remotelab. Thenengineeringschoolsor thesame
university or even different university can sharethe same
virtual infrastructurefor remote lab and teaching.So this
solution of core network virtualization is suitablefor both
corporateandacademigurposes.

Systeminputs

As mentionedabove,a VEPCis not a standalonesolution
and processeslatareceivedfrom the following sourcesand
channelgheresultingresponseso targetedoointsor destira-
tions:

1. AccessNetwork (UE, eNodeB, IPRAN) attachment,

authenticationandconnectiorprocedures.

2. Externalnetworks(GiLAN) connectiorprocedures.

3. Sy s t Admbistrator(s) registrationand configura-
tion commands.

Someof theseproceduresare beendescribedn the flow

diagramselow.

Protocolstackin controlanduserplanes

Componentsin the LTE network have unique protocol
stacksthat permit themto function. The protocol stacksfor
theuserandcontrolplanesin eachentity arebothdifferent.

The control plane handles radio-specific functionality
which dependson the stateof the userequipment(idle or
connected)The protocolstructurefor the control plane(UE,
eNodeB MME) is shownbelow.

Relay
RRC

RRC S1-AP SHaR
PDCP PDCP SCTP SCTP

MAC MAC L2 L2

L1 L1 L1 L1

S1-MME
UE LTE-Uu eNodeB MME

Figure 3. LTE Control PlaneProtocol Stack.

For the Dataplaneprotocol structure packetsn the core network (EPC)are encapsulateth an EPC specific protocoland
tunneledbetweerthe P-GW andthe eNodeB.Different tunnelingprotocolsareuseddependingn theinterface.
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Figure 4. LTE Data PlaneProtocol Stack.

Endto-endIP flows arerealizedby EPSbearerswhichis a
combinationof Radio,S1,and S5/S8bearersHencean EPS
beareris a virtual connectionbetweena UE and PGW. An
EPSbeareiidentity uniquelyidentifiesan EPSbearerfor one
UE accessingvia E-UTRAN. The EPS Bearer Identity is
allocatecby the MME andis theonethatcarriestheuserdata.

UE requestaregenerallychannelednto the core network
for processinghroughwhatis known EPSBeareractivation.
Someof theserequestsalled proceduresre presentedlow
diagramsbelow.

UE/ENodeB

——UE Attach Request—=
——Authentication info request—
o2 e Althentication info eaponEe ---«

MME HSS/SPR

e it @ LOCATION F8i LS
-4—Cancel Location
=== -Cancel location aknowledged - - >

% ----Updata location response------

o
user

----user data inserted - ------ 2=
s————Delete user data
reeeesees-lisar data deleted-------- B

Attachprocedure

To getNAS-level servicese.g.internetconnectivityfrom a
network,NAS nodesin the network haveto know aboutthe
UE. The latter hasto initiate the Attach Procedurewhich is
mandatoryatpoweronandalsoduringtheinitial acces®f the
network. Once the attach proceduresucceedsa contextis
establishedor the UE in the MME, and a defaultbeareris
establishedbetweerthe UE andthe PGWandan|P addresss
allocatedto it. With anIP connectivity,the UE canstartusing
IP-basednternetservicesor IMS serviceq14].

——————Create session request——j»

———Craate session requast—-
——PCEF request policies—

=== Artach complated-------

quest user dat
et | L T e CEE R )
o= = Policies response to PCEF-- -

Figure 5. UE AttachProcedure[15] .

Paging

Pagingis typically usedwhenthe UE is in anidle state,
which meansthatit is not currentlycommunicatingwith the
network.Whenthe networkhasdatato sendto aparticularUE,
it will initiate a pagingprocedureby sendinga pagingmes-

sageto all cellsthatthe UE is registeredwith. The UE mon-
itors the pagingchannelof the cell it is currentlycampedon
and will respondto the paging messagef it recognizests
identity. If the UE doesnot respondwithin a certaintime
frame, the network will assumethat the UE is not available
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andwill retry the pagingprocedurein other cells wherethe
UE is registered.

Mobile Data call

After successfullyattachingto the network, the UE can
requestthe servicesfrom the Network using the servicere-
questprocedure One examplescenariois whenthe UE re-
questgesource$rom the Networkto initiate a datacall.

FunctionalNeed

Here,we beexamininghowOperationsarebeencarriedout
by our solutionandthe key block in the NFV architecturan
chargeof this, is the NFV MANO whosefunctionsdetailed
next.

Managemenand Orchestrationin NFV (NFV MANO)

It is worth taking a more detail view of an NFV MANO,
sinceit actsasthe brain behindthe NFV solutionandunde-
standingt will clarify thecompletepictureof suchasolution.
It will alsohelp in the understandingand benchmarkingof
differentv e n d NRV &dutionwith referenceto the ETSI
model. ETSI is the pioneerandthe only standard$ody that
hasdoneconsiderablavork on defining the architectureand
framework of NFV.

The diagrambelow showsthe MANO block in the NFV

architecturecomprisingthree principal Managersnumbered

1,2 3, andrepositoriedabelled4 namely:
1. NFV Orchestrato(VNFO);
2. VNF ManagernVNFM);
3. VirtualizedInfrastructureManagenVIM).

NFV Management & Orchestration

(MANO)
0SS/BSS NFV Orchestrator (NFVO) —_—
0= 110
E or-Ma-nfrol e e H
-?- tnscaulog C:I:I:(
Element Management
o (EM) l Ve-Vnfm-em !
- . VNF Manager(s) = "Vi—
g - ‘ Ve-Vnfm-vnf | (VNFM)
VNF(s) |
Vi-Vnfm
' Virtualized Infrastructure
NFV Infrastructure NF-Vi Manager
(NFVI) I : ) (vim)

Figure 6. NFVMANO.

As from the figure above,two otherblocks outsideof the
MANO areincludednamely:TheElementManagementEM)
and OSS/ BSS, labelled5, and 6 respectively. Thoughnot
directly part of the MANO, they do exchangeinformation

with the MANO block, for a smoothfunctioningof the whole
system.A descriptionof therole or tasksto be performedby
eachof thelabelledblocksaboveis presentedhext.

VirtualizedInfrastructureManager(VIM)

VIM manages\NFVI resourcesn a single domain. The
emphasi®f a singledomainis madeherebecaus¢heremay
be multiple VIMs in an NFV architecturewith eachmanay-
ing aspecificNFVI domain.lt is in chargeof the following:

1. Manageghelife cycle of virtual resourcesn an NFVI
domain, by creating, maintaining; and tearing down
virtual machinegVMs) from physicalresourcesn an
NFVI domain;

2. Keepsinventoryof virtual machinegVMs) associated
with physicalresources;

3. Doesperformanceand fault managementf hardware,
softwareandvirtual resources;

4. ContainsnorthboundAPls,whichexposephysicaland
virtual resources$o othermanagemergystems.

Virtual NetworkFunctionManager(VNFM)

Briefly, VNFM is to VNFs, whatVIM is to NFVI. Thatis,
in a similar way, it managesvirtual Network Functions
(VNFs). Someof its tasksinclude:

1. Managesthe life cycle of VNFs. It createsmaintains
andterminatesVNF instanceswhich wereinstalledon
the Virtual Machines(VMs) that are createdand man-
agedby theVIM;

2. Responsibldor the FCAPs(Fault, Configuration,Ac-
counting, Performanceand Security) Managemenbf
VNFs;

3. Scalesup/ downVNFs which resultsin the scalingup
andscalingdownof CPUusage.

Multiple VNFMs can exist, managingseparate/NFs, as

well as there can be a unique VNFM managingmultiple
VNFs.

3.3.SystemModelling

VEPCis anarchitecturaframeworkfor virtualizing the core
networknodesor componentgfunctions)requiredto converge
voiceanddataon4G LTE networkg16]. vEPC[17] movesthe
corenetwork'sindividual componentshattraditionally run on
purposebuilt hardwareto softwarethat operateson low-cost
Commercialoff-The-Shelf(COTS)servers.

It providesa centralizeccontrol,managemensecurityand
intelligenceto connecta large numberof mobile edgeele-
ments[18], suchasbasestationsandbasestationcontrollers
aswell astrusted(WiMAX) anduntrustedWIFI) non3GPP
accessietworktechnologies.

Figure 7 below givesa view of a virtualized EPCbasedon
networkfunctionvirtualization,accordingo NFV UseCaseb.
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Figure 7. vEPCFunctionalArchitecture.

Benefitsof vEPC

Someof theadvantagesf avirtualizedEPCinclude:

1. Lower acquisition(CAPEX) costs: A VEPC can cost
significantlylessthanatraditional EPC,oftenresulting
in savingsof 30%to 40%or more;

2. Lower operating costs (OPEX): A virtual EPC can
lower power consumption,require less spaceand be
easierto operateandmaintain;

3. Flexibility: vEPCenablesapidservicedelivery,andthe
introductionof newinnovativeservicesandthe targd-
ing of specificservicesy geographyor customettype;

4. Agility: Virtual EPC allows providers to elastically
scaleservicesup or down basedon networktraffic and
customerdemand;

5. Higher serviceavailability and resiliency providedto
endusersby dynamicnetworkreconfiguratiorinherent
to virtualizationtechnology;

6. Elasticity: Capacitydedicatedo eachnetworkfunction
canbe dynamicallymodified accordingto actualload
onthenetwork,thusincreasingscalability;

7. Topology reconfiguration: Network topology can be
dynamicallyreconfiguredo optimizeperformances;

8. Improvednetwork usageefficiency dueto flexible a-
location of different network functionson a hardware
resourcepool.

ModelingMethod

In this work, an ObjectOriented Modelling approach
(OOM) wasadopted.This is anapproachcommonlyusedto
modeling applications, systems,and businessdomains by
using the objectoriented paradigm throughout an entire
developmentife cycle, which integratesboth dataand func-
tions.

In simpleterms"objectoriented"canbeconsideredo refer
to the organizationof software as a collection of discrete
objectsthatincorporatebothdatastructureandbehavior(asa
setof associatingbjects.

This approachnvolvestheimplementatiorof aconceptual
model producedduring objectorientedanalysis.Here, con-

ceptsfrom an analysis,whicharet ec hnol ogy T i nde

are mappedonto implementingclassesgonstraintsaareiden-
tified and interfacesare designed,resulting in a solution
model.

ModelingTool

To realize our solution model, we useda discreteevent
simulation software called Network Simulator 3 (NS-3).
Discreteeventsimulationis a widely usedmethodfor mod-
eling complexenvironmentsywhich havea lot of interactions
betweerthe modeledobjects.

Our solution was developedfrom a softwaretool called
LENA, which is an opensourceproductoriented LTE/EPC
Network SimulatorthatallowsLTE small/macracell vendors
to designandtestSelf Organized\Network (SON) algorithms
andsolutions.

LENA is basedon the popularNS-3 simulatorfor internet
systemsilts developmenis opento the communityin orderto
foster early adoption and contributions by industrial and
academigartners.

Usecases

VEPCis aimedto enablesignificant new businessoppa-
tunities for mobile operators.The largestopportunityis to
participatein the growth of the loT market.loT applications
have very different network requirementsand price points
thanthe smartphonend tabletsthat predominaten the cur-
rent networks[19]. SomeProvidershavestartedto leverage
NFV to build IoT-specific sectionsof their mobile networks
with newvirtual EPCs.

EPCsare composedf many sub-elementswhich will be
usedin different combinationsfor specificloT applications.
Virtual EPCsgives mobile operatorghe ability to costeffec-
tively customizetheir networks for individual customers,
industriesand applicationswhich is critical in the diverse
world of IoT.
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Dozensof mobile operatorsare testingvEPC for various
applicationsSeveralMobile OperatorshavedeployedvEPC,
including Saudi Telecom (IoT), AT&T (connectedcars),
TELUS (IoT), NTT (Mobile Data)andSK Telecom(loT).

Tool Design

Thissubsectiomill takeusthroughtheactualdesignof our
solution.Herewe are going to presenthe steps(flow chart)
we adoptedn settingup this solution(simulationmodule) the
challenge(s)involved when realizing such a solution, the
technologicaltools usedin the process,and the resulting
architectureof the solutionafterdesignwill alsobepresented.

SimulationFlow Chart

Figure 8 belowpresentghe stepswe usedin realizingthis
simulationmodule.

Otherinterestingmarketapplicationsenabledy VEPCin-
clude:

1. Enterprisespecificmobile networks
High-speednobiledata
Mobile virtual networkoperatoryMVNOS).

VOLTE
VoWIFI
BroadbandNVirelessAccesyBWA)

7. M2M communication.

Most large Mobile Operatorshave already built new,
high-capacityMobile Coresfor their 4G LTE deployments.
As a result, most VEPC deploymentsmay be for either
Greenfieldmobile networksor new applications(e.g., 10T)
distinct from the traditional mobile network, which is opt-

mizedfor smartphonéeraffic.

Select Hardware
(Server)

A

Install Hypervisor
(VMware,
VirtualBox )

Create and
Configure Virtual
Machines

A B

Install NS-3 and it
dependencies

ok wN

Define Write simulation Specify configuration Configure the desired
scenario to be program that parameters of output to be produced
simulated recreates scenario simulation objects by simulator
[ I [ |
Run the
Simulation
Epectected Modify or

Results/Qutp! ameliorate output

No

Figure 8. SimulationProcedure.

Challenges Performance tradeff, portability and interoperability

Like many new complex technologies, VEPC creates some Achieving high performance virtualized network appl
challenges. According to the NFV ISG, these challenges caances which are portable between different hardware vendors,
easily be solved should service providers and equipmerind with different hypervisors.
vendors work closely tagher (Seeable 9. Our major chi Migration, co-existence, and compatibility
lenge here will be to design, program and then simulate a Achieving ceexistence with bespoke hardwdrased
simple NFV based mobile core network solution as an NF\hetwork platforms while enabling an efficient migration path
Proof of Concept (PoC). In general, in order to leverage tht fully virtualized network platforms which nese network
huge benefits of NFV, a number of technicaltdnges ought operator OSS/BSS. OSS/BSS development needs to tmove
to taken into consideration. a model inline with Network Functions Virtualization and
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this is where SDN can play a role. Ubuntul6.04LTS
Management and Orchestration Ubuntuis a free and opensourceGNU / Linux operating
Managing and orchestrating many virtual network appl systenmbasedntheDebianLinux distribution.It is developed,
ances (particularly alongside legacy management systemsjarketedand maintainedfor individual computersby the
while ensuring secusi from attack and misconfiguration. companyCanonical.
Automation C++
Network Functions Virtualization will only scale easily if  C++isacompiledprogrammindanguagédor programming
all of the functions can be automated. undermultiple paradigmgsuchasprocedural pbjectoriented
Security and Resilience or genericprogramming)lts goodperformanceandcompait-
Ensuring the appropriate level of resilience to hardware anbility with the C makeit one of the mostusedprogramming
software failures. languagesn applicationswhere performances critical. It is
Netwok Stability oneof themainprogramminganguagesisedin NS3.
Integrating multiple virtual appliances from differentnve Python3.7
dor s. Net wor k operator s nee ythonds ab iatermebet progranoninglamjuxge,ulti-ma t ¢ |
hardware from different vendors, hypervisors from differentparadigmand crossplatform. It promotesstructured,func-
vendors and virtual appliances from different vendors withoutional and objectorientedimperativeprogramming.lt hasa

incurring significant integration costs and avoiding léck
TechnologicalChoices

In the courseof this work, the following Applications,
software,and programminglanguagesvere usedeither di-
rectly or indirectly to realizeour solution:

VirtualBox6.0.10

In our solutiondesign,madeuseof atype two hypervisor,
preciselythe OracleVirtualBox. VirtualBox is a powerfulx86
and AMDG64/Intel64 virtualization productfor enterpriseas
well ashomeuse.Not only is VirtualBox anextremelyfeature
rich, high performanceproductfor enterprisecustomersit is
alsothe only professionakolutionthatis freely availableas
OpenSourceSoftwareunderthe termsof the GNU General
PublicLicense(GPL) version2.

NS33.29

NS-3 is a discreteevent network simulator for Internet
systemstargetedprimarily for researchand educationalse.
NS-3is freesoftware licensedunderthe GNU GPLv2license,
andis publicly availablefor researchgdevelopmentanduse.

)

strongdynamictyping, automaticmemorymanagemeniith
garbagecollectionandanexceptionrmanagemergystem.

NetAnim3.108

NetAnim (Network Animation) is an offline animator
basedon the Qt toolkit. It currently animatesa simulation
usingan XML tracefile collectedduring simulation.

Edraw

Edrawis a professionalD businesgechnicaldiagramming
softwarewhich helpsto simplify the creationof flowcharts,
organizationathartsmind map,networkdiagramsfloor plans,
workflow diagramshusinesgharts andengineeringliagrams.

Visio

Microsoft Visio is a diagramand synoptic software for
Windowsthatis partof the Microsoft Office suite.

Functionalarchitecture

Our solution was designbasedon the standardNFV ar-
chitecture With respectto our availableresourceghe latter
could be modified and tailored to suit our contextand the
following wasobtainedasseenin Figure8.

) B

055/B55 I

eModeB -

/N 1Ty
' s
»

UE -

eNodeB

Admin

Access Network (E-UTRAN)

)
oy

Core Netwark

PDM

MANO

External Metwork

Figure 9. Functional Architectureof Solution.
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TheTable2 belowsummarieghetoolsusedto designour solution.

Table2. NFV Blockswith correspondingsolution.

NFV Block Tool Used

NFVI PCstoragecompute andnetwork(HP 2000)
Hypervisor OracleVirtualBox 6.0.10
Programmindanguage C++

Visualization NetAnim, PyViz (Pythonbasedmodule)

(O] Ubuntul6.04

MANO PC(HP2000)

VM UbuntuVMs

SimulationSoftware NS3.25

Thefollowing diagram(figure 10) showsthe positionof (or to situate)our solutionin thewhole Network.

E-UTRAN Evolved Packet Core-EPC

Initial network
configuration
(architecture)

|_ Transition using NFV

| technology
E-UTRAN
vEPC
(¢
“ s
j( ‘\\ || New Network
Y PDN Configuration
SGi |
" Packet Data
Network
Industry Standard High-

Volume Server

Figure 10. Newviewof thewholenetwork.
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4. Results

We hadasmainobjectiveto designanddeployment simplevirtual 4G LTE mobile networkcore (VEPC)througha simula-
tion on Linux (Ubuntu),usingNS-3 to visualizehow the proposedsolutionworks. In figure 11 we presenthe hypervisorin-
stallationwith virtual machineandthefollowing resultswhich wereobtained.

Hypervisorinstallationwith Virtual Machine

Oracle VM VirtualBox Manager
File Machine Help

I vocs
o

o,
" @
New Settings
=] General

Name:
Operating System:

MME

@ Powered Off =] system

Base Memory:
Boot Order:
Acceleration:

1024 MB
SGW
@) Powered Off

PGW
@ powered Off [®) pisplay

Video Memory:
Graphics Controller:
Remote Desktop Server:
Recording:

Storage
Controller: IDE

IDE Secondary Master:
Controller: SATA

SATA Port 0:
o Audio
Host Driver: PulseAudio
Controller:  ICH AC97

=P Network

PCRF
@) Powered Off

5 usB

USB Controller: OHCI
Device Filters: 0 (0 active)

[C] shared folders
None

© Description
None

@
"
z
B
a
3]
%
I
)
N7
A
=

1y D<) Tue Aug 202019 14:32:47 't BROLYNES

.

Start

=] Preview

CAMTEL vEPC
Ubuntu (32-bit)
Settings File Location: /home/brolynes/VvirtualBox VMs/CAMTEL_vEPC

CAMTEL_vEPC

Floppy. Optical, Hard Disk
PAE/NX, KVM Paravirtualization

16 MB

VMSVGA
Disabled
Disabled

[Optical Drive] Empty

CAMTEL_vEPC.vhd (Normal, 10.00 GB)

Adapter 1: Intel PRO/1000 MT Desktop (NAT)

Figure 11. InstalledHypervisorand Virtual Machines.

1. With respecto thechoiceof thehardwareon which our

solutionwill beimplementedwe madeuseof alaptop.

A VirtualBox hypervisorwas chosenbecauset is free
andinstalledasshownon thefigure above.

3. In orderto view how the virtualized core works, we
simulatedalongsidethe core network; an accessnet-
work (E-TRAN) comprisingUEs andeNodeBsandan
external network (PDN). Table 3 presents the nodes
quantity.

SimulationScenario

Once NS-3 was installed and configure, we defined the

following scenariofor the simulation and the simulation
scenaricaspresentedn figure 12, figure 13 andfigure 14:

Table 3. Designof simulationscenario.

2. We optedto useanall-in-onesolution,by simulatingall
of the coreelementsn a singlevirtual machine(high-
lighted blue onthe figure above)usingNS-3 dueto the
limited resourcesof our hardware(storage,compute
andnetwork).

Node Type

UE

eNodeBs

EPC
PacketdataNetwork

Number of Nodes

09
03
01
01
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ThesimulationwasdoneusinganNS-3 pythonmoduleknownasPyViz (PythonVisualizer).

1 = 4% TueAug20201914:44:22 {it BROLYNES

python
@ -600
[—]
=
, -400
= (]
B ® ®
a -200
- [ ]
)
= @
A L - |
Q200 ®
@
B °
o
[ 400
=
9
? 600 -1500 -1000 -500 0 500 1000
N ] ] L L ] ]
E Zoom: [0.130 |7 Speed: |3.080 Time: 7.172000 5 Snapshot  Shell |simulate (F3)|
¥ Advanced
Show transmissions Misc Settings
@ Allnodes 2000 0.5
(O Selected node —] o}

() Disabled Node Size Tx. Smooth Factor (s)

Figure 12. SimulationScenario.

InstantLink Speed

python L <] dx TueAug20201914:48:32 {'t BROLYNES
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(DD e

NS e -
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1 1
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Zoom: (p.510 3| Speed: [3.080 2 Time: 32.736000 s snapshot  Shell |simulate (F3)|

T
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Figure 13. Link Speed.

Animationof simulationmodule
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Figure 14. Load NetAnimXML tracefile.

1. Onceasimulationis successfultheinstantaneouspeed

on eachlink for a given network scenariocan be ob-
servedasseenin Figurel3above.

. The animationof the simulatedmodule was done an
NS-3 basedmodulecalled NetAnim (Network Anima-
tor).

xml tracefile (CAMTEL-4G-EPC.xml)is generatedo
be usedby NetAnim. As shownin thefigure 14 above,
the tracefile hasto be loadedonceNetAnim hasbeen
launched.

. After loading the tracefile, the simulatedscenariois

reproducedor animationasshownbelowin figure 15:

3. At theendof the simulationusingthe PyViz module,an

Figure 15. LoadedXML file for animationin NetAnim.

AnimationModules
In theFigurel6 andfigure 17 below,thenodesarebeenreplacedy their correspondingquipmentconsduringtheanimation
for abetterperceptiorof areatworld instance.
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