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Abstract 

In recent years, since deep learning technology have been applied to handwritten text recognition, the need for handwritten 

document image Datasets has been growing more and more. In particular, the development of the dataset is of great 

significance for improving performance of handwritten Korean text recognition because no dataset for handwritten Korean text 

recognition has been published. In this paper, we present the “RanPil”, a new training and performance evaluation dataset for 

handwritten Korean text recognition, which consists of a total of 8,600 pages of images (182,000 text lines and 4,300,000 

characters) written by 1,804 people. We evaluate writing- diversity of handwritten document images, such as text line spacing, 

text line slope, character size, word spacing, and character compactness. In addition, we propose an MOS (Mean Opinion 

Score) evaluation method for the scrawl-level. Finally, we evaluate the performance of TrOCR based on vision encoder and 

decoder with a test dataset classified by the scrawl-levels. 
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1. Introduction 

The HTR has been attracted many researchers for decades 

due to importance of its application. HTR presupposes the 

development of writing datasets, and the diversity of datasets 

plays a crucial role in improving recognition performance. 

Recently, many HTR datasets have been presented to en-

hance the recognition performance in this field. Generally, 

HTR datasets are divided into two groups, i.e., online and 

offline datasets. Typical offline HTR datasets include the 

English HTR dataset IAM [1], the French HTR dataset 

RIMES [2], the Arabic HTR dataset KHATT [3], the Chinese 

HTR datasets HIT-MW [4], SCUT-EPT [5], 

HCUT-HCCDOC [6], CASIA-HWDB 2.0~2.2 [7], and the 

German HTR dataset READ [14]. Also, online HTR datasets 

include the English HTR dataset IAM-OnDB [9] and the 

Japanese HTR dataset Kondate [8]. 

In recent years, the recognition performance has improved 

significantly, as deep learning techniques have been applied 

to HTR, and its performance depends on the size and diver-

sity of the dataset. Currently, HTR has evolved from charac-

ter-level recognition to text line, paragraph, or docu-

ment-level recognition [13-16], and many HTR datasets 

supporting this recognition have been presented [1-7]. In 

order to achieve practically meaningful HTR performance, 

both the size of the dataset and writing diversity are the most 

important factors. Several national HTR datasets have been 

published worldwide, but no Korean HTR dataset has been 
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published. It is well known that the HTR of the Korean script, 

similar to Chinese script, is more difficult than other lan-

guages because of the large number of character classes, the 

variety of writing styles and the large number of similar 

characters. 

In general, HTR can be divided into character segmenta-

tion based recognition and text based recognition. In charac-

ter segmentation based recognition, the accuracy of character 

segmentation has a crucial influence on the recognition re-

sults. Text based recognition is a HTR method that recogniz-

es text lines, paragraphs, or even pages, unlike character 

segmentation based recognition, does not require character 

segmentation and can use a language modeling. Therefore, 

text based recognition has become the mainstream HTR 

method [13]. 

In this paper, we present the "RanPil", being a benchmark 

for offline handwritten Korean text recognition. “RanPil” 

consists of a total of 8,600 pages of images and correspond-

ing text label data, including 182,000 lines (4,300,000 char-

acters) written by 1,804 writers. “RanPil” is divided into 

training and testing data, of which the training dataset con-

tains 7,600 pages written by 1,696 writers and the testing 

dataset contains 1,000 pages written by 108 writers, respec-

tively. The writers of the training and testing datasets were 

separated strictly. 

We evaluate the writing diversity by using text line spac-

ing, text line slope, character size and word spacing, and 

character compactness. Human writing characteristics (style 

of writing) are one of the most important factors that greatly 

affects recognition performance. Hence, we present a new 

evaluation index that reflects the scrawl-level and proposes a 

method to classify the dataset by MOS evaluation method. 

We also evaluate the performance of TrOCR [13] based on 

vision encoder and decoder in the “RanPil” dataset. 

The rest of this paper is organized as follows. Section 2 

reviews related work. Section 3 introduces the proposed 

handwritten Korean document image dataset “RanPil” and 

presents its features as writing diversity, and also presents 

classification method of "RanPil" by MOS evaluation meth-

od. Lastly we evaluate recognition performance of TrOCR in 

“RanPil”. Section 4 shows the conclusion. 

2. Related Works 

In recent years, the ICDAR has published a number of 

new HTR datasets in different languages for handwritten text 

recognition research. Table 1 shows the multilingual datasets 

and their characteristics that are widely used in the field of 

HTR. As a dataset for handwritten English text recognition, 

the IAM dataset is an offline handwritten English dataset 

with 9,285 text lines (82,227 words) which by 400 writers 

have written from LOB (Lancaster-Oslo/Bergen) text corpus 

data. The IAM-OnDB dataset is also an online handwritten 

English dataset with 13,049 text lines (86,272 characters) 

written using an electronic pen by 221 people. The RIMES 

dataset is an offline French paragraph dataset with total of 

1,600 paragraphs (12,111 text lines) contributed by 1,300 

writers. The READ dataset is an offline handwritten German 

dataset with 1,962 pages of images and 10,550 text lines. 

Many handwritten Chinese datasets have been published, 

typically HIT-MW, SCUT-EPT, SCUT-HCCDoc, and 

CASIA-HWDB 2.0-2.2. The HIT-MW dataset is an image 

dataset collected through e-mail for scientific research pur-

poses, including 8,664 text lines (186,444 characters) written 

by 780 writers. In addition, the SCUT-EPT dataset is a Chi-

nese dataset collected from an examination paper, including 

50,000 text lines written by 2,986 writers. On the other hand, 

the SCUT-HCCDoc including text lines (1,515,801 charac-

ters) and 12,253 handwritten document images captured by 

the camera. This dataset is broadly classified into im-

age-level diversity, text-level diversity, and character-level 

diversity. The CASIA-HWDB 2.0-2.2 dataset consists of 

52,230 text lines written by 1,019 writers and is the most 

widely used Chinese dataset. 

The Kondate dataset with total of 12,232 lines collected 

from 100 people as a dataset for online handwritten Japanese 

text recognition. In addition, the KHATT [3] dataset is an 

Arabic text dataset consisting of 1,000 handwritten forms 

written by 1,000 writers from different countries, which can 

be used for paragraph and line-level recognition tasks. 

Table 1. Multilingual handwritten datasets. 

dataset name writers images text lines words characters classes online/offline language 

IAM [1] 400 1 539 9 285 89 896 86 227 81 offline English 

IAM-OnDB [9] 221 - 13 049 - 86 272 81 online English 

RIMES [2] 1 300 1 600 12 111 60 000 - 79 offline French 

READ [14] - 1 962 10 550 - - 93 offline German 

KHATT [3] 1 000 - - - - 49 offline Arabic 

Kondate [8] 100 - 12 232 - 130 956 1 106 online Japanese 
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dataset name writers images text lines words characters classes online/offline language 

HIT-MW [4] 780 - 8 664 - 186 444 3 041 offline Chinese 

CASIA-HWDB 

2.0~2.2 [7] 
1 019 - 52 230 - 1 344 414 2 703 offline Chinese 

SCUT-EPT [5] 2 986 - 100 000 - 2 534 322 4 250 offline Chinese 

HCUT-HCCDoc [6] -  116 000  1 150 000 6 109 offline Chinese 

 

3. Dataset for Offline Handwritten 

Korean Text Recognition – “RanPil” 

3.1. Configuration Feature 

To construct the dataset, 1,804 writers with different ages 

(102 persons in 10, 354 in 20, 591 in 30, 687 in 40, and 70 in 

50) and occupations (102 students (5.7%), 354 university 

students (19.6%), 608 workers (33.7%), 357 office workers 

(19.8%) and 383 scientists (21.2%)) used bibliographic data 

written using different textual data (Novels (19.3%), diaries 

(4.1%), journals (21.8%), social science (25.6%), natural 

science (28.5%), and poems (0.7%)). From these biblio-

graphic data, 200 dpi images were collected by scanner. The 

dataset consists of handwritten images and its corresponding 

labeled text (txt file) data, the image is segmented by a text 

line and each text line corresponds to a text data. 

The dataset consists of 8,600 pages of images, including 

182,000 text lines (4,300,000 characters and 1,200,000 

words), and the label data contains 1,198 Korean characters, 

42 English characters, 10 digits and 51 characters. 

Table 2. Configuration Feature of “RanPil”. 

character type 

characters words text lines images 

classes Korean English digits symbols 

1 301 1 198 42 10 51 4.3M 1.2M 182K 8.6K 

 

3.2. Writing Diversity 

Since writing characteristics vary from person to person, it 

is necessary to fully reflect the writing characteristics of 

many people in order to become a universal dataset for HTR. 

We express this writing feature as a writing diversity. Writing 

diversity includes text line spacing, text line slope, word 

spacing and character size, and character compactness 

(number of characters per unit length). When assessing di-

versity, image data are used in units of centimeters, a meas-

ure in the paper document because the number of pixels var-

ies on the resolution of an acquisition device. 

3.2.1. Text Line Spacing Diversity 

In the handwritten document images, the text line spacing 

varies from writer to writer and the distribution characteris-

tics of these text line spacing affect the HTR. As shown in 

Figure 2-a), the text line spacing in the dataset varies from 

0.1 cm to 0.9 cm approximately, and the overlapping charac-

teristics of the text lines are shown in about 7% of the data. 

3.2.2. Text Line Slope Diversity 

Text line slope is also a key factor affecting HTR. Figure 

2-b) shows the slope distribution characteristics of the text 

lines in the dataset “RanPil”. As can be seen from the figure, 

the 3% of the data in the dataset showed strong slope char-

acteristics of the writing environment and in the writing 

characteristics. 

3.2.3. Character Size Diversity 

A character size is important both in the segmentation and 

recognition of handwritten document image. As shown in 

Figure 2-c) and d), the width and height of the character are 

intensively distributed between 0.3 cm and 0.9 cm. 

3.2.4. Word Spacing Diversity 

A word spacing also varies from writer to writer and affect 

HTR. Figure 2-e) shows the word spacing distribution in the 
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“RanPil”. As can be seen from the figure, the word spacing 

is very rare for words greater than 1 cm, and word spacing is 

usually from 0.4 cm to 0.5 cm. 

3.2.5. Character Compactness Diversity 

Figure 2-f) shows the character compactness in the 

“RanPil”. As can be seen from the figure, within 1 cm usu-

ally two or three characters are included. 

 
a) text line overlap 

 
b) narrow text line spacing 

 
c) text line slope upward 

 
d) text line slope downward 

 
e) wide word spacing 

Figure 1. Shows different examples of writing diversity. 

 

 
a) text line spacing diversity 

 
b) text line slope diversity 

 
c) character height diversity 

http://www.sciencepg.com/journal/ijdst


International Journal on Data Science and Technology http://www.sciencepg.com/journal/ijdst 

 

31 

 
d) character width diversity 

 
e) word spacing diversity 

 
f) character compactness diversity 

Figure 2. Analysis of writing diversity in “RanPil”. 

3.3. Classification of the “RanPil” by MOS 

Evaluation Method 

In the above, the writing diversity that appears in the 

handwritten text is defined from the topological characteris-

tics of the elements (text lines, words, and characters) that 

constitute the handwritten text. However, the most important 

factor that has a crucial impact on handwritten text recogni-

tion performance is the style of writing. To be a meaningful 

benchmark dataset, the style of writing of people must be 

fully reflected. In human writing, it is difficult to specify a 

style of writing as clearly as in printed characters, because of 

the omission of strokes or the concatenation of adjacent 

strokes or characters. Therefore, there is no other way but to 

classify the style of writing of people according to the 

scrawrl-level. 

In this section, we present a method to evaluate 

scrawl-level by MOS evaluation method and use it to classi-

fy the “RanPil”. The degree of understanding of writing var-

ies on the level of human knowledge, but it is largely de-

pendent on the scrawl. In fact, different HTR methods also 

have a large difference in recognition rates depending on the 

scrawl, so if we evaluate it and classify the dataset, we can 

evaluate the performance of the recognition methods by 

classes according to the scrawl. 

To the best of our knowledge, no method has been studied 

to evaluate the scrawl in a handwritten dataset. 

3.3.1. Definition of the Scrawl-level in Handwritten 

Character 

When a person writes, there are many ambiguous cases 

because of the use of contiguous characters to be used inter-

connected or omitted strokes of characters. Thus, when you 

look at a handwritten text, you usually understand the hand-

written characters at the character level, and you can identify 

the characters by considering words and sentences according 

to the difficulty of writing. Considering the concrete cases 

occurring in such writing, we introduce the following defini-

tion of the scrawl-level. This definition presupposes the case 

when an individual sees a character. 

A) Character-level handwritten character 

It is a handwritten character that can be recognized cor-

rectly with itself. 

B) Word-level handwritten character 

It is a handwritten character that is vague in meaning at 

the character level but can be recognized correctly at the 

word- level. 

C) Sentence-level handwritten character 

It is a handwritten character that cannot be recognized at 

the character-level or at the word-level, but can be under-

stood exactly at the sentence-level. 

D) Ambiguous handwritten character 

It means a handwritten character that is ambiguous in 

meaning even at the sentence- level. 

Figure 3 is an example image classified according to the 

scrawl-level. 

3.3.2. The scrawl-assessment in Handwritten 

Character by MOS Evaluation Method 

The MOS evaluation method is applied to the individual’s 
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assessment of the scrawl-level of handwritten characters as 

follows: 

𝑆𝐶𝑖 = 𝑎𝑟𝑔max
𝑠𝑐𝑖,𝑗

{𝑃(sc𝑖,𝑗)} 

where sc𝑖𝑗 denotes the level evaluated by the j-th member for 

the character 𝑐𝑖, P(𝑠𝑐𝑖,𝑗) is the frequency of sc𝑖𝑗, and 𝑆𝐶𝑖 is 

the scrawl- assessment score for the character 𝑐𝑖. 

Since the number of levels of the scrawl-assessment is 4, 

we perform MOS evaluation on five people to eliminate am-

biguity. 

 
a) character-level characters 

 
b) word-level characters 

 
c) sentence-level characters 

 
d) ambiguous handwritten character 

Figure 3. Examples of handwritten images according to the 

scrawl-level. 

3.3.3. The Scrawl-assessment Vector 

To classify a dataset according to the scrawl-level, an as-

sessment must be made on an individual handwritten docu-

ment image, and this assessment is not possible only on an 

individual handwritten character, but also on a vector of 

evaluations. 

Since there are different levels of characters in the hand-

written document image, the scrawl-level in the handwritten 

document image must be evaluated by summing up to what 

degree each class of characters is. Thus, the 

scrawl-assessment of a handwritten document image is ex-

pressed as the following 4-dimensional evaluation vector: 

S𝐼 = (𝑃(𝑆𝐶𝑐), 𝑃(𝑆𝐶𝑤),  𝑃(𝑆𝐶𝑠), 𝑃(𝑆𝐶𝑛𝑠))    (1) 

𝑃(𝑆𝐶𝑐) =  
𝑁𝑐𝑐

𝑁𝑐
, 𝑃(𝑆𝐶𝑤) =  

𝑁𝑤𝑐

𝑁𝑐
, 𝑃(𝑆𝐶𝑠) =  

𝑁𝑠𝑐

𝑁𝑐
,  𝑃(𝑆𝐶𝑛𝑠) =  

𝑁𝑛𝑠𝑐

𝑁𝑐
                      (2) 

where 

𝑆𝐶𝑐: character-level handwritten character 

𝑆𝐶𝑤: word-level handwritten character 

𝑆𝐶𝑠: sentence-level handwritten character 

𝑆𝐶𝑛𝑠: ambiguous handwritten character 

𝑃(𝑆𝐶𝑐) : the proportion of character-level handwritten 

characters to all handwritten characters in a handwritten 

document image 

𝑃(𝑆𝐶𝑤): the proportion of word-level handwritten charac-

ters to all handwritten characters in a handwritten document 

image 

𝑃(𝑆𝐶𝑠) : the proportion of sentence-level handwritten 

characters to all handwritten characters in a handwritten 

document image 

𝑃(𝑆𝐶𝑛𝑠): the proportion of ambiguous handwritten char-

acters to all handwritten characters in a handwritten document 

image 

𝑁𝑐: total number of characters 

𝑁𝑐𝑐: number of character-level 

𝑁𝑤𝑐: number of word-level 

𝑁𝑠𝑐: number of sentence-level 

𝑁𝑛𝑠𝑐: number of ambiguous characters 

The scrawl-assessment vector represents the frequency of 

each class, so it evaluates the scrawl-level of the handwritten 

document image into the highest frequency class. 

3.3.4. Classification and Recognition Performance 

Evaluation of “RanPil” Based the 

Scrawl-assessment 

We have classified the test data of the “RanPil” by the 

method described above. As shown in Table 3, the test data of 

"RanPil" contains more data of category 2 and category 3 than the 

others. This shows that there are many word- level or sentence-level 

handwritten characters when people write. 

Figure 4 shows an example images and label data for each 

category of test dataset. As can be seen, the letters are clearly 

understood in the category 1, but it is not the case in the cat-

egory 2 and 3, the ambiguity is gradually increasing, and in 

the category 4, no comprehension is possible without a lin-

guistic representation. 

For the recognition performance evaluation, we used the 

TrOCR recognition method proposed in [13]. TrOCR is a 

recognition model with a combination of encoder and de-

coder, of which the encoder is ViT, a vision encoder pro-

posed in [15], extracting image features from the text line 

image, and the decoder is a RoBERTa language model 

pre-trained on a text corpus. 

We trained the training data of the “RanPil” in the TrOCR 
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model and then evaluated the recognition performance in the 

test data by category. 

The performance index is the character error rate (CER). 

As can be seen in Table 3, CER is 5.3 for category 1 which is 

the lowest and is 28.5 for category 4 which is the highest. 

And CER is 7.2, 16.8 for category 2 and 3 respectively. The 

average CER for the entire test data is 10.93. 

Table 3. Classification of “RanPil” test data and recognition performance evaluation according to the scrawl-assessment. 

 Category 1 Category 2 Category 3 Category 4 Total 

Images 160 486 300 54 1000 

CER (%) 5.3 7.2 16.8 28.5 10.93 

 

4. Conclusions 

In this paper, we propose a new benchmark dataset for 

handwritten Korean text recognition “RanPil”, including 

8,600 pages of the handwritten document images (182,000 

lines and 4,300,000 characters) written by 1,804 people and 

analyze the writing diversity with the topological character-

istics of the writing elements (lines, words, letters) that con-

stitute the handwritten text. Writing diversity in the dataset 

was evaluated by text lien spacing, text line slope, character 

size and word spacing, and character compactness. The writ-

ing characteristics of people (style of writing) have the 

greatest impact on recognition performance. We propose a 

new method of evaluation of the scrawl and then consider the 

dataset classification method. Finally, the recognition per-

formance in the proposed dataset was evaluated by catego-

ries, using TrOCR recognition method. As a future work, we 

will investigate more realistic benchmark dataset and recog-

nition method for handwritten Korean document recognition. 

Image 

 
a) Example of category 1 

 
b) Example of category 2 

 
c) Example of category 3 

 
d) Example of category 4 

Figure 4. Catrgory-specific examples of the “RanPil” test data. 
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Abbreviations 

MOS Mean Opinion Score 

HTR Handwritten Text Recognition 
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