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Abstract 

In response to the rapidly evolving financial market and the escalating concern surrounding credit risk in digital financial 

institutions, this project addresses the urgency for accurate credit risk prediction models. Traditional methods such as Neural 

network models, kernel-based virtual machines, Z-score, and Logit (logistic regression model) have all been used, but their 

results have proven less than satisfactory. The project focuses on developing a credit scoring model specifically tailored for 

digital financial institutions, by leveraging a hybrid model that combines long short-term memory (LSTM) networks with 

recurrent neural networks (RNN). This innovative approach capitalizes on the strengths of the Long-Short Term Memory 

(LSTM) for long-term predictions and Recurrent Neural Network (RNN) for its recurrent neural network capabilities. A key 

component of the approach is feature selection, which entails extracting a subset of pertinent features from the credit risk data 

using RNN in order to help classify loan applications. The researcher chose to use data from Kaggle to study and compare the 

efficacy of different models. The findings reveal that the RNN-LSTM hybrid model outperforms other RNNs, LSTMs, and 

traditional models. Specifically, the hybrid model demonstrated distinct advantages, showcasing higher accuracy and a superior 

Area Under the Curve (AUC) compared to individual RNN and LSTM models. While RNN and LSTM models exhibited slightly 

lower accuracy individually, their combination in the hybrid model proved to be the optimal choice. In summary, the 

RNN-LSTM hybrid model developed stands out as the most effective solution for predicting credit risk in digital financial 

institutions, surpassing the performance of standalone RNN and LSTM models as well as traditional methodologies. This 

research contributes valuable insights for banks, regulators, and investors seeking robust credit risk assessment tools in the 

dynamic landscape of digital finance. 
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1. Introduction 

Credit risk can be defined as the possibility of default that 

develops when a borrower does not make the necessary 

payments [8]. This study looks at credit risk modeling 

methodologies and the variables associated with using the 

models in digital financial institutions, a significant global 

economic development area. 

Credit scoring models aim at forecasting a client's credit-

worthiness and determine whether they will be able to fulfill 
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or default on a certain financial obligation [2]. These models 

enable a financial institution to reduce risk of loss by estab-

lishing criteria for determining which consumers are approved 

for credit cards and loans. 

Credit risk also occurs on the side of the lender whereby 

they assess whether a borrower appears to be a reliable in-

vestment or not. If there is a greater chance that a loan will not 

be repaid, interest rates on credit are higher. Higher interest 

rates help to decrease the risk of losing money on the loan. 

Historical data from institutions on current clients serves as 

the foundation for the credit scoring and analysis algorithms 

[3]. This leads to an evaluation of the potential loan status for 

each client. 

The findings of this study will play a significant role in how 

financial institutions manage customer credit risk. 

Financial institutions will be able to reduce their risk of loss 

by using the findings to establish criteria for determining 

which consumers are approved for credit cards and loans. 

2. Deep Learning 

Deep learning is defined as a machine learning method 

which draws inspiration from the structure of the human brain 

[4]. Artificial intelligence (AI) allows a machine to mimic and 

behave like a person. Machine learning is a technology used 

to develop AI using algorithms taught with data [7]. 

In this project, the customers credit scores are calculated 

using a hybrid approach called the RNN-LSTM hybrid model, 

which looks at their credit history. Unlike more conventional 

machine learning techniques, we do this by employing a deep 

learning (DL) approach. 

3. Material and Methods 

The study uses an RNN-LSTM Hybrid model which is 

made up of Recurrent Neural Network model and Long-short 

Term Memory model and it is tested on a Kenyan data set to 

classify the loan applicants. 

3.1. Recurrent Neural Network (RNN) 

A Recurrent Neural Network model can be defined as a 

special form of an Artificial Neural Network that has been 

structured to work on sequential data [1]. RNNs usually have 

loops to allow the data to flow repeatedly and be ministered 

from one time step to the other, compared to other feedfor-

ward neural networks, which only accept input data in a for-

ward direction [6]. 

An RNN receives an input vector (xt) and a hidden state 

vector (ht-1) at each time step t, as the inputs and generates an 

output vector yt and an upgraded hidden state vector ht which 

is the output. The equations governing the behaviour of an 

RNN can be written as follows: 

𝑕𝑡 = 𝑡𝑎𝑛𝑕⁡(𝑤𝑥𝑕 ∗ 𝑥𝑡 + 𝑤𝑕𝑕 ∗ 𝑕𝑡−1 + 𝑏𝑕)         (1) 

𝑦𝑡 ⁡= ⁡𝑤𝑕𝑦 ∗ 𝑕𝑡 +⁡𝑏𝑦                         (2) 

𝑜𝑡 = 𝜎(𝑦𝑡)                               (3) 

where: 

xt denotes input for time step t. 

ht denotes hidden state for time step t. 

yt denotes output for time step t. 

w’s denote matrices for the weights. 

b’s denote vectors for bias. 

tanh denotes activation function to be specific to the hy-

perbolic tangent activation function. 

σ denotes sigmoid activation function. 

ot is the final output. 

The outputs (ot) obtained from sigmoid activation function 

contain probabilities between 0 and 1. 

The classification is done by grouping the probabilities, 

that is; 

Class 1 are the probabilities between 0 and 0.5. 

Class 2 are the probabilities between 0.5 and 1. 

3.2. Feature Selection Using Recurrent Neural 

Networks (RNN)  

The RNN model itself is not altered when feature selection 

is carried out with an RNN model and the Gini index. Rather, 

the RNN model's predictions are utilized to determine each 

feature's relative relevance using the Gini index. 

The Gini index measures the impurity or inequality of class 

labels associated with a specific feature [19]. 

Here are the equations involved: 

The probability of class i for a specific feature value is 

calculated as: 

𝑝𝑖 =
𝑛𝑖

𝑛1+𝑛2+⋯+𝑛𝑘
                      (4) 

where ni represents the number of samples in class i. 

Calculate the Gini impurity for each value of the feature by 

subtracting the squared probabilities (or frequencies) of each 

class from 1. 

The Gini impurity for a specific feature value is calculated 

as: 

𝐺𝑖𝑛𝑖⁡𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦 = 1 − ∑𝑝𝑖
2                (5) 

where summation is over all classes of i 

Weight the Gini impurity for each value by the proportion 

of samples associated with that value. 

The weighted Gini impurity for that value is calculated as: 

𝑊𝑒𝑖𝑔𝑕𝑡𝑒𝑑⁡𝑔𝑖𝑛𝑖⁡𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦 =
𝑛

𝑁
∗ 𝐺𝑖𝑛𝑖⁡𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦    (6) 

Sum up the weighted Gini impurities across all values of 

the feature to obtain the Gini index for that feature. 
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𝐺𝑖𝑛𝑖⁡𝑖𝑛𝑑𝑒𝑥 = ∑(𝑤𝑒𝑖𝑔𝑕𝑡𝑒𝑑⁡𝑔𝑖𝑛𝑖⁡𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦)      (7) 

Based on the feature importance analysis a subset of fea-

tures that have higher weights or are deemed most important 

by the RNN will be chosen [20]. A threshold will be chosen 

for feature importance and keep the features that exceed that 

threshold. 

The x* features selected from x features are used as the 

inputs for the LSTM model. 

3.3. Long Short-Term Memory (LSTM) Model 

Long short-term memory (LSTM) can be defined as an 

extended model which can deal with the long-distance de-

pendence problem well and which helps solve issues, such as 

gradient disappearance and gradient explosion [5]. 

Since the LSTM model reduces long-term dependencies, it 

is frequently considered to analyse sequence information in 

applications like machine translation and text categorization. 

 
Figure 1. LSTM Structure. 

As shown in Figure 1 above, ft denotes the forget gate; it 

denotes the input gate; ot represents the output gate; xt denotes 

input for the recent moment; ct-1, ht-1 denote outputs at the 

former moment and the cell state; and ct, ht denote the output 

and cell status at the recent moment. 

The following equations express the relationship in the 

LSTM model: 

𝑖𝑡 = ⁡𝜎(𝑤𝑖𝑕 ∗ 𝑕𝑡−1 + 𝑢𝑖 ∗ 𝑥𝑡 + 𝑏𝑖)           (8) 

𝑓𝑡 = 𝑡𝑎𝑛𝑕(𝑤𝑓 ∗ 𝑕𝑡−1 +⁡𝑢𝑓 ∗ 𝑥𝑡 + 𝑏𝑓)         (9) 

𝑐̂𝑡 = 𝑡𝑎𝑛𝑕⁡(𝑤𝑐 ∗ 𝑕𝑡−1 + 𝑢𝑐 ∗ 𝑥𝑡 + 𝑏𝑐)       (10) 

𝑐𝑡 = (𝑓𝑡 × 𝑐𝑡−1) + (𝑖𝑡 × 𝑐̂)             (11) 

𝑔𝑡 = 𝜎(𝑤𝑜 ∗ 𝑕𝑡−1 + 𝑢𝑜 ∗ 𝑥𝑡 + 𝑏𝑜)       (12) 

The outputs gt of the LSTM model are a function of x, that 

is; 

𝑔𝑡 = 𝜎(𝑦𝑡(𝑥))                  (13) 

The classification is done by grouping the probabilities, 

that is; 

Class 1 are the probabilities between 0 and 0.5. 

Class 2 are the probabilities between 0.5 and 1. 

3.4. The Working Model (RNN-LSTM Hybrid 

Model) 

The neural network used in this study is an RNN-LSTM 

hybrid model. The interacting and interconnected network of 

neurons is known as RNN. Here the neurons were connected 

by the weights according to [17]. This kind of network 

structure is suitable for varying size inputs. 

Additionally, we establish a Recurrent neural network 

(RNN) to reduce the number of parameters and upgrade the 

training time and increase the speed of the Long Short-Term 

Memory (LSTM) model. Using the RNN, first we extract the 

most important features from the data before it enters the 

LSTM model, then we choose indicators that are more perti-

nent to the company's credit-risk prediction, simplify the data, 

and combine the benefits of both the RNN and LSTM models 

to create an RNN-LSTM hybrid model according to [9]. 

In RNN, the information travels in a bidirectional manner 

which maintains the connection among the long sequence of 

data due to its internal memory according to [18]. RNN is 

widely used to process the sequences of different length. 

The equations of that govern the behavior of the developed 

RNN-LSTM model can be expressed as follows: 

𝑕𝑡 = 𝑡𝑎𝑛𝑕⁡(𝑤𝑥𝑕 ∗ 𝑥𝑡 + 𝑤𝑕𝑕 ∗ 𝑕𝑡−1 + 𝑏𝑕)         (14) 

𝑦𝑡 ⁡= ⁡𝑤𝑕𝑦 ∗ 𝑕𝑡 +⁡𝑏𝑦                 (15) 

𝑜𝑡 = 𝜎(𝑦𝑡)                     (16) 

Based on the predictions made by the RNN model we do 

feature selection using Gini index. 

The x* features selected from x features by the model using 

a Gini index are used as the inputs for the LSTM model. 

𝑖𝑡 = ⁡𝜎(𝑤𝑖𝑕 ∗ 𝑕𝑡−1 + 𝑢𝑖 ∗ 𝑥𝑡1 + 𝑏𝑖)      (17) 

Where xt1 consists of the features selected from the RNN 

model using Gini index. 

𝑓𝑡 = 𝑡𝑎𝑛𝑕(𝑤𝑓 ∗ 𝑕𝑡−1 +⁡𝑢𝑓 ∗ 𝑥𝑡 + 𝑏𝑓)      (18) 

𝑐𝑡 = (𝑓𝑡 ∗ 𝑐𝑡−1) + (𝑖𝑡 ∗ 𝑡𝑎𝑛𝑕(𝑤𝑐 ∗ [𝑥𝑡 + 𝑕𝑡−1]) + 𝑏𝑐)   (19) 

𝑠𝑡 = 𝜎(𝑤𝑜 ∗ 𝑕𝑡−1 + 𝑢𝑜 ∗ 𝑥𝑡 + 𝑏𝑜)        (20) 

Therefore, the outputs from the RNN-LSTM hybrid model 

are a function of x*, that is 

𝑠𝑡 = 𝜎(𝑠𝑡(𝑥
∗))               (21) 
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where: 

xt1 denotes input for time step t. 

σ represents the sigmoid activation function. 

tanh represents hyperbolic tangent activation function. 

The model does classification by grouping the probabilities, 

that is; 

Class 1 are the probabilities between 0 and 0.5. 

Class 2 are the probabilities between 0.5 and 1. 

3.5. Evaluation Measures 

3.5.1. Confusion Matrix 

A confusion matrix can be defined as a table that is used to 

evaluate the performance of a classification model according 

to [10]. It normally shows the number of correct and incorrect 

predictions made the model makes on a given test data. 

A confusion matrix consists of the following four quad-

rants: 

 
Figure 2. Confusion matrix. 

True Positive: The positive class correctly predicted by the 

model. 

False Positive: The model positive class incorrectly pre-

dicted by the model. 

True Negative: The negative class correctly predicted by 

the model. 

False Negative: The negative class incorrectly predicted by 

the model. 

According to [15] a confusion matrix is used to calculate 

the following metrics to assess the performance of a classifi-

cation model, including: 

The percentage of accurate predictions made in comparison 

to all forecasts made is known as accuracy. 

Precision is the percentage of real positives over all the 

model's positive predictions. 

The ratio of true positives to all positive occurrences in the 

data is known as recall, or sensitivity. 

Specificity: the ratio of actual negatives to all negative 

occurrences in the data. 

A harmonic mean of recall and accuracy is the F1-score. 

3.5.2. Receiver Operating Characteristic (ROC) 

Curve 

In addition to a confusion matrix, the Receiver Operating 

Characteristic (ROC) curve is another tool for assessing a 

classifier's capacity to distinguish between two classes ac-

cording to [11]. 

Plotting the real positive rate (for default) versus the false 

positive rate over all thresholds is what is known as the ROC 

curve. According to [12] the selected cut-out in the neural 

net's calculated scores is called a threshold.  

The ROC curve is independent of class proportions since it 

is based on true positive rates and false positive rates. Fur-

thermore, it depends solely on the classifier's ranking skills, 

not on the accuracy of the predictions (probability estimates). 

According to [16] AUC, or the area under the curve, is 

frequently used to describe ROC curves. The AUC will be 1 in 

the case of perfect classification and 0.5 in the case of random 

guesses. 

The number of True Positives divided by the total number 

of positive customers is called the True Positive Rate (TPR), 

while the number of False Positives divided by the total 

number of negative customers is called the False Positive Rate 

(FPR) according to [20]. The equations for TPR and FPR are 

as shown below: 

𝑇𝑃𝑅 =
𝑇𝑟𝑢𝑒⁡𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒⁡𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
× 100       (22) 

𝐹𝑃𝑅 =
𝐹𝑎𝑙𝑠𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝐹𝑎𝑙𝑠𝑒⁡𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒⁡𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
× 100      (23) 

We plot the receiver operating characteristic (ROC) curve for 

the model by the use of TPR as the abscissa and FPR as the 

ordinate.  

 
Figure 3. ROC Curve. 

If the ROC curve is close to the upper left corner, the clas-

sifier performs better. According to [14] the “close to the 

upper left corner” is only an intuitive measure of the graph, we 

normally calculate the AUC value to get an accurate measure 

of the degree of proximity. 
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4. Results 

For descriptive analysis, categorization of data and appli-

cation of RNN, LSTM and the RNN-LSTM hybrid model, 

python was used, for the selection of the samples and appli-

cation to the models, python was also used. 

Data has been obtained from Kaggle (credit risk data) that 

consists of 32581 entries. 

The first-time investors do an application for a loan on an 

online lending platform, they usually submit the required 

application information, which will give a huge amount of 

online operation information for analysis. 

 
Figure 4. Graphical representation of the loan status variable. 

Our data is made up of the following variables: Dependent 

Variable namely: loan status which consists of 0 and 1; where 

if the borrower defaults then the investment will not be a good 

one and it is labelled a (1) and if the client does not default, the 

business will be a success and it is labelled (0) since the cus-

tomer will be able to repay the amount they were given as a 

loan. 

Independent variables 

Age: age of the loan applicant in terms of years. 

Personal home ownership: Rental, mortgage or own. 

Cb person cred hist length: measured in terms of years. 

Loan grade: Either A, B, C, D, E. 

Loan Intent: purpose of the loan. 

Applicant Income: applicant income level. 

Employment length: measured in terms of years. 

Loan Amount: loan amount requested (in thousands). 

Interest rate: interest rate charged to the loan applicant. 

loan percent income: measured as a percentage. 

Cb person default on file: Either a Y or N, that is a yes or a no. 

In this research, we carry out data preprocessing by am-

putating missing values. Considering the type of missing data 

in the data set used for analysis, mean values are used to stand 

in for the missing values for the case of numeric variables. To 

eliminate the missing values in the data we replace them with 

the mean value method of imputation is used because the 

variables with the missing values are numerical. 

To divide the data set into training set and testing 80% of 

the dataset is arbitrary selected as training set and 20% ac-

cording to [13] of the data is selected as the testing set for all 

the models. The point in the graph where there's a divergence 

between the training and validation losses, marked by a de-

crease in training loss and an increase in validation loss, acts 

as the stopping point for training the model. 

One of the metrics utilized to evaluate the model's perfor-

mance is the accuracy of predictions derived from the confu-

sion matrix. Through monitoring accuracy and loss through-

out each training iteration, we refined the hyperparameters of 

the network. 

4.1. Recurrent Neural Network Results 

To check on the importance of each feature of the credit 

risk dataset on prediction performance, we first fit an RNN 

model. Based on the predictions of the RNN model we use 

Gini index to select the most important features in the study. 

The structure of the RNN model used for classifying the 

loan applicants is shown below; 

 
Figure 5. RNN model. 

The Gini index results for the feature selection are as follows; 

Table 1. Gini indices for feature selection. 

Features GINI Index 

Loan intent 1.9519195556640625 

Person age 1.7832162380218506 

Person income 1.752898097038269 

Loan amount 1.6746004819869995 

Loan percent income 1.668798804283142 

Loan grade 1.6389334201812744 

Person home ownership 1.53562784194963 

Loan interest rate 1.501058578491211 

Person employment length 1.424591064453125 

Cb person credit history length 1.2153666019439697 
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Based on the feature selection method 8 features are iden-

tified as shown in table 1 above which have a significant 

impact on the default status, while 2 features have less impact 

on prediction of default status. 

This highlights the importance of feature selection in the 

credit risk dataset, enabling us to identify features with nota-

ble capabilities for identifying defaults among borrowers. By 

eliminating less relevant features, this process enhances the 

interpretability of the feature set and improves the overall 

effectiveness of the system. 

After setting a threshold of 1.51 based on previous studies, 

the first 8 features were selected. 

4.2. Long Short-Term Memory (LSTM) Model 

Results 

 
Figure 6. LSTM model. 

 
Figure 7. RNN-LSTM Hybrid model. 

Using the original dataset a Long Short-Term Memory 

(LSTM) model is used to classify the loan applicants. 

The LSTM model is composed of 4 layers and tanh and 

logistic sigmoid activation functions are used as the activation 

functions. 

The input layer is made up of 11 neurons because we have 

11 input variables. 

The LSTM layer is made up of 64 neurons. We have 1 

dense layer which is the output layer, it contains 1 neuron. We 

also have 1 drop out layer which prevents the model from 

overfitting. 

For classification the model groups the probabilities be-

tween 0 and 0.5 into class 1 and they are labelled a 0, if pre-

dicted values are between 0.5 and 1, they are grouped into 

class 2 and they are labelled 1. 

To determine the accuracy of the model a confusion matrix 

is used by incorporating misclassification error. 

4.3. RNN-LSTM Hybrid Model Results 

The RNN-LSTM hybrid model consists of 3 layers and 

tanh and logistic sigmoid activation functions are used as the 

activation functions. 

The input layer consists of 11 neurons this is because we 

have 11 input variables. 

The hidden layer of the RNN-LSTM hybrid model consists 

of 64 neurons and there is one dense layer which acts as the 

output layer, and it is made up of 1 neuron. 

The output-layer consists of a single LSTM-neuron. This 

layer takes in all the values from the hidden layer and groups 

them into values between 0 and 1, where a threshold for being 

classified as a default (1) is 0.5. 

The confusion matrix for the RNN-LSTM hybrid model is 

shown below. 

 
Figure 8. Graphical representation of the loan status variable. 

As shown in figure 8 above, which is the confusion matrix 

for the RNN-LSTM hybrid model, we can see that the model 

did manage to correctly classify 1991 borrowers as ’bad’, 

while 820 ’bad’ borrowers were misclassified as ’good’ (false 

negatives). We can also see that 3692 ’good’ borrowers were 

misclassified as ’bad’ (false positives). 
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4.4. Evaluation of the Models' Performance 

To assess the performance of the models, we use more than 

one evaluation indicators, and these are, sensitivity, specific-

ity, AUC, F1 score and accuracy, which are obtained from the 

confusion matrices of the models as shown in table 2 below. 

Table 2. Comparison of performance of the models. 

MODEL SENSITIVITY SPECIFICITY F1-SCORE ACCURACY (%) 

RNN 0.8060 0.9560 0.1469 78.35 

LSTM 0.8607 0.9601 0.5088 81.07 

RNN-LSTM HYBRID 0.8909 0.9670 0.6059 82.69 

 

The results for the analysis are shown in table 2 above using 

different evaluation metrics that is, sensitivity, specificity, F1 

score and accuracy and used different classifiers to evaluate 

the model performance. In table 2 above, the comparison 

results show that the RNN-LSTM hybrid model performs 

better compared to the RNN and LSTM models in some cases. 

For example, looking at the F1-score it has improved by 

9.710% for RNN-LSTM hybrid model as compared to the use 

of an LSTM model. 

The RNN model performs poorly compared to the LSTM 

and the RNN-LSTM hybrid model thus the three models 

perform the same work, but the developed hybrid 

RNN-LSTM model is better off in relation to the data ad-

herence. 

The accuracy of the three models were computed using a 

confusion matrix whereby the RNN-LSTM hybrid model 

developed attained the best accuracy with a value of 82.69% 

while the LSTM model attained an accuracy of 81.07%. 

Table 2 above gives the values for sensitivity, where the 

RNN-LSTM hybrid model has the highest sensitivity value 

which is 0.8909. Sensitivity gives the level to which the 

models identify true positives (that is, the level to which the 

model classifies borrowers who do not default on payment of 

the loan). Moreover, sensitivity refers to the number of clients 

with an actual positive outcome (that is, True Positives + False 

Negatives) who are correctly classified as being positive (that 

is, True Positives only). 

Area Under the Roc curve (AUC) is used as a tool for bi-

nary classification analysis in this study. The higher the value, 

this means that the classifier performs better. Moreover, due 

to its superior resilience compared to accuracy, when evalu-

ating the effectiveness of deep learning models, the Area 

Under the Curve (AUC) serves as a more suitable perfor-

mance metric than accuracy. 

In this study we also use the ROC curve to assess the per-

formance of the three models as shown below; 

 
Figure 9. ROC Curve for the RNN-LSTM model. 

The results for the ROC curves for the 3 models are shown 

below. 

Table 3. Results for Area under the curve (AUC). 

MODEL 
AREA UNDER THE ROC 

CURVE (AUC) 

RNN 0.6166 

LSTM 0.6485 

RNN-LSTM HYBRID 0.6997 

Table 3 above gives the results for the performance of the 3 

models used in this study on the credit risk data set. From the 

results shown above of Area under the ROC curve (AUC), we 

can conclude that the RNN-LSTM hybrid model has per-

formed better compared to the other two models. 

We used AUC as an additional performance measure as it is 

robust to class imbalance. 
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5. Discussion 

This research has studied the use of LSTM model and 

RNN-LSTM hybrid model to predict credit scores for the loan 

applicants. The 3 models were trained on the credit risk data 

set obtained from Kaggle. The main objective of this study 

was to build an RNN-LSTM hybrid model neural network 

which is to be used in attainment of the credit score for an 

individual and knowing the probability of that individual 

either defaulting or not. 

6. Conclusions 

The main reason for carrying out this research was to de-

termine the efficacy of RNN, LSTM and RNN-LSTM hybrid 

models on assessing the signs of default of loan applicants. To 

do this, we developed an RNN-LSTM hybrid model and 

trained it on data obtained from Kaggle. The RNN model was 

used for feature selection using Gini index. The LSTM model 

was used for classifying the loan applicants based on whether 

they will default on payment or not. This model was selected 

for its supposed effectiveness with temporal data, as it is 

designed to retain crucial events while disregarding less sig-

nificant ones.  

The objective was framed as a classification task, aiming to 

classify each customer based on their historical data into 

either the "good" or "bad" category. 

The study's findings demonstrated that, using the model's 

design, the built model could attain an accuracy of 0.8269. 

Even if the score was far from perfect, it should be assumed 

that a higher accuracy is possible with further testing of var-

ious neural network parameters as well as more careful in-

spection and manipulation of the data set. 

It has been shown that neural networks employing the 

RNN-LSTM hybrid model can accurately categorize loan 

applicants as defaulters. Better results came from a deeper 

comprehension of the other parameters and the data set. 

The RNN-LSTM hybrid model operates solely on the credit 

risk data, eliminating the need for additional input from the 

client. Consequently, credit loan decisions can be made 

swiftly, ideally in near real-time, as the entire credit scoring 

process is fully automated. 
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