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Abstract 

Gamma-ray spectrometry (GRS) is an exploration technology that distinguishes itself from other non-contact sensing 

technologies because it provides information from 30 to 50 cm below the ground. This technology has evolved through three 

significant turning points in mapping output. The first turning point, in the 1960s-1970s, was the transition from U 

concentration maps to weathered zoning maps utilizing K or eTh. The second turning point, occurring from the 1980s to 1990s, 

was marked by the application of radionuclide mapping to assess radioactive contamination. A third turning point, in the early 

2000s, was the development of soil maps for precision agriculture, supported by the free statistics software R. This paper 

reviews advances in gamma-ray spectrometry spectral analysis since 2000. Traditionally, the gamma-ray spectrum is depicted 

as a two-dimensional graph with energy on the horizontal axis and counts on the vertical axis. The NASVD and MNF methods, 

developed around 2000, necessitate a reevaluation of this concept. By conducting principal component analysis of the 

gamma-ray spectrum in hyperspace, these techniques have unveiled new spectra, such as ground and sky spectra, and have 

facilitated the removal of noise components from the gamma-ray spectrum. Naturally occurring gamma-ray spectra typically 

exhibit energies ranging from 0.04 to 3 MeV. Observations from fusion reactors measure energies up to 20 MeV for 

diagnostics of nuclear plasma. These spectra may yield valuable insights when applied to innovative statistical analysis 

techniques. A comprehensive spectral analysis method developed in the early 2000s has demonstrated the potential to extract a 

variety of information beyond window nuclides, previously unexplored. The regression coefficient plots from the PLSR 

regression model have revealed novel spectral images. This model is set to influence future research on GRS by expanding the 

number of objectives and covariates. The innovative calibration method for full-spectrum analysis, which assesses different 

concentration areas, has proven that calibration is achievable even in the absence of a calibration pad. It is expected to become 

a formidable approach for spectrum analysis in the upcoming period. 
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1. Introduction 

Gamma-ray spectrometry (GRS) is an exploration tech-

nology that distinguishes itself from other non-contact sens-

ing technologies because it can provide information from 30 

to 50 cm below the surface. GRS has a long-standing history 
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since the 1940s, when total gamma-ray measurements were 

utilized for uranium exploration. The nomenclature for 

gamma-ray spectrometry varies depending on the platform of 

the detector acquiring the gamma-ray spectrum: airborne 

(airborne gamma-ray spectrometry survey, AGRS), where 

measurement equipment is mounted on an aircraft or heli-

copter; carborne, which involves mounting a measuring de-

vice on a vehicle; manborne, where an individual carries a 

detector and measures at a fixed point or while moving. 

More recently, measurements using unmanned aerial vehi-

cles and drones have been added to AGRS (e.g., [1]). Car-

borne now includes field tractor measurements (e.g., [2, 3]). 

Additionally, there are the gamma-ray logging method, 

which involves measurements in a borehole, and the Seaborn 

method, which involves placing a measuring device on the 

seabed or towing it along the seabed [4]. 

From the 1940s to the 1950s, GRS could not discriminate 

radionuclides, but since the mid-1960s, the need to monitor 

the effects of nuclear tests and advances in computer tech-

nology have made field measurement of potassium (K), ura-

nium (U), and thorium (Th) possible. The International 

Atomic Energy Agency (IAEA) began studies in the 1970s 

to standardize gamma-ray spectrometry. This effort led to the 

publication of the first standard technical guide in 1991 [5]. 

In 2003, the IAEA released a second guideline that incorpo-

rated the theory of gamma-ray spectrometry, expanding its 

application to environmental surveys beyond traditional ge-

ological survey purposes [4]. This development finalized the 

technical framework [6]. 

The gamma-ray spectrum measured by the NaI detector is 

a two-dimensional chart that depicts the relationship between 

channels and gamma-ray intensity, segmenting energy from 

0 to 3 MeV into more than 256 channels. Since there are 

only three nuclides—potassium (K), uranium (U), and tho-

rium (Th)—with photoelectric peaks that are identifiable in 

the spectrum, nuclide concentration analysis is performed 

using an analysis method known as the window method (See 

Section 3.2). This method focuses on a specific window de-

lineated around the energy peak of each of the three nuclides 

[4]. Therefore, it is important to note that the data used are 

solely the total counts from 0 to 3 MeV and the counts within 

the nuclide-specific window. In essence, a significant portion 

of the measured data is not used in the window method anal-

ysis. 

GRS has evolved into a mature measurement method since 

IAEA [4] equipped with sophisticated instruments and 

standardized analytical methodologies [6]. Currently, inno-

vative detectors with enhanced sensitivity have enabled the 

mapping of subtle variations in potassium (K), thorium (Th), 

and uranium (U) concentrations with improved accuracy and 

higher resolution. However, gamma-ray data are influenced 

not only by the original lithology but also by overlapping 

data from regolith and soil. Consequently, it is not possible 

to uniquely determine the primary lithology or delineate the 

secondary alteration history based solely on the concentra-

tions of K, Th, and U elements. One of the ongoing chal-

lenges is the development of technologies that effectively 

utilize concentration data of U, Th, and K measured by 

gamma-ray spectroscopy. Another challenge is the develop-

ment of new spectral analysis methods, which may involve 

leveraging previously unused data. 

This technology has evolved through three significant 

turning points in mapping output. The first, which spanned 

the 1960s to 1970s, involved transitioning from U concentra-

tion maps to weathered zoning maps using potassium (K) or 

equivalent thorium (eTh). The second turning point, occur-

ring from the 1980s to 1990s, was marked by the application 

of radionuclide mapping to assess radioactive contamination. 

The third turning point, in the early 2000s, was the develop-

ment of soil maps for precision agriculture, which were sup-

ported by freely available statistics software. 

In addition to gamma-ray spectrometry, methods for de-

tecting uranium deposits include soil radon gas surveys, 

which measure alpha particles emitted by radon gas in the 

soil. Suran [7] investigated which radiological exploration 

method was most instrumental in discovering the 164 ura-

nium (U) deposits in the Czech Republic between 1946 and 

1990. He determined that the soil radon (Rn) gas survey was 

the most effective, accounting for 44% of the discoveries, 

while AGRS and carborne surveys were less effective, con-

tributing to only 3% and 9% of discoveries, respectively. 

This result is not surprising, considering that uranium depos-

its are generally deemed commercially viable if they have a 

grade of 0.1% (1000 ppm) or higher [8]. For example, a 3σ 

confidence level U anomaly detected by an 8.4 Liter NaI (Tl) 

detector at an altitude of 80 m can identify a concentration of 

4860 ppm U within a 4 m diameter, but only 9 ppm U at a 

100 m diameter [4]. Thus, Suran‘s findings indicate that 

mapping uranium anomalies with AGRS presents challenges 

in directly pinpointing uranium mines. 

The reason why γ-ray spectrometry, especially AGRS, had 

regained attention in the field of exploration is that γ-ray 

spectrometry found not only U and Th deposits but also 

many metals deposits in the altered zone defined as the high 

K and low Th/K ratio (e.g., [9]). This is the first turning point 

in the development of technology for using gamma-ray spec-

trometry. This tipping point occurred due to the understand-

ing of radionuclide behavior in hydrothermal and altera-

tion/weathering processes. Since this turning point, AGRS 

has been accepted as a geological survey technique for map-

ping wide-area radionuclide concentration zones, rather than 

as a technique for exploring the location of anomalous radia-

tion spots. 

The second turning point of the GRS was triggered by the 

application of the AGRS to the exploration of two artificial 

radioactive materials; one was the fragment exploration of the 

crash of the Soviet nuclear satellite COSMOS 954 in January 

1978 in northwestern Canada. The other is the mapping of 

radioactively contaminated areas from the 1986 Soviet Union 

Chernobyl nuclear accident [10]. Since then, GRS has estab-
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lished its role as a tool for preparing for nuclear emergencies 

and mapping the environment. AGRS has also been used to 

assess the causes of indoor radon contamination [10, 11]. 

In the 2000s, the concept of precision agriculture was in-

troduced into the field of agriculture. Until the 1980s, the 

mainstream approach in agriculture was to increase yield by 

using large amounts of fertilizers and pesticides, but this led 

to various issues, including the decline of soil fertility and 

environmental concerns. Consequently, the concept of preci-

sion agriculture, which aims to maintain yield with a mini-

mal and sustainable input of fertilizers and pesticides, has 

gained global recognition. Precision agriculture is defined as 

a series of agricultural management methods that follow the 

Plan-Do-Check-Act cycle, such as deliberate monitoring of 

the state of farmland and farm products, careful control of 

soil conditions, and planning the next year‘s cropping based 

on these results [12]. Supporting this approach is the devel-

opment of new sensor technologies for understanding soil 

characteristics and crop growth. Non-contact soil analysis 

methods for soil moisture, pH, electrical conductivity, etc., 

have been developed, but non-contact soil analysis methods 

for soil texture, total carbon, total nitrogen, nitrate nitrogen, 

etc., have not yet been established [12]. 

McBratney et al. (2003) [13] discussed mapping tech-

niques in a comprehensive review of digital soil mapping 

techniques. They highlighted that the primary role of AGRS 

is as an alteration zone mapping tool, but its potential as a 

soil moisture measurement tool [14], utilizing the attenuation 

effect of gamma rays, is also promising. IAEA (2010) [15] 

did not mention the agricultural applications of gamma-ray 

spectrometry in their reports. Therefore, it can be stated that 

at least before 2010, there was limited recognition among 

researchers that gamma-ray spectrometry could serve as a 

tool for mapping soil characteristics, such as soil texture. 

However, since the late 1990s, some studies have begun to 

explore the use of gamma-ray signals, particularly potassium 

(K) and thorium (Th), as sensors for pH meters and 

plant-available potassium (e.g., [16, 17]). In the 2000s, the 

application of gamma-ray spectrometry as a soil texture 

mapping tool was proposed as a novel sensor technique for 

precision agriculture (e.g., [18]). Since 2010, research em-

ploying GRS as a soil property sensor has advanced rapidly. 

Notably, promising studies include those on soil classifica-

tion (e.g., [19, 20]), peatland mapping tools (e.g., [21, 22]), 

soil texture (e.g., [23, 24]), plant-available potassium (e.g., 

[25, 26]), and pH [27], among others. 

When employing γ-ray spectrometry as a tool in soil science, 

it is crucial to perform regression analysis to investigate the 

relationship between soil characteristics and radionuclide 

concentrations, going beyond the traditional γ-ray analysis 

techniques. Regression analysis includes not only simple line-

ar regression but also more sophisticated methods that utilize a 

range of explanatory covariates, such as geostatistical models 

and machine learning algorithms. As explanatory variables, it 

is possible to use not only topographic maps (digital elevation 

models) but also categorical variables like soil and geological 

maps. The practicality of such analyses has been made possi-

ble by the widespread availability of free statistical software 

since 2000, with the programming language R playing a piv-

otal role in this development. The first version of R was re-

leased to the general public in 2000, and a distinctive feature 

of R is its library of over 13,200 packages, which are available 

for free and cater to specialized fields. Many R textbooks have 

been published (e.g. [28]). These packages include tools for 

principal component analysis and partial least squares methods 

for spectral analysis. The third wave of innovation in GRS 

appears to have begun around 2000, driven by the demand for 

new sensor technologies in precision agriculture and the en-

hancement of gamma-ray analysis through the support of the 

aforementioned free software. 

Despite advancements as recent as those following IAEA 

(2003) [4], comprehensive summaries of these developments 

remain scarce. This paper reviews advances in γ-ray spectro-

metric analysis since 2000. The regression analysis of soil tex-

ture will be reported on another occasion. Sections 2 and 3 delve 

into the radioactive decay process and the methods of γ-ray 

spectral analysis. Specifically, a method for projecting a γ-ray 

spectrum into a higher-dimensional space and reducing noise 

through principal component analysis—a widely-used chemo-

metric technique—is discussed. With respect to the implemen-

tation of principal component analysis of γ-ray spectra, an ex-

ample using R‘s chemoSpec package is provided. Section 4 

demonstrates the application of the partial least squares (PLS) 

method, another chemometric technique, to γ-ray spectra and 

details the implementation of PLS using R‘s pls package. The 

paper concludes with a summary in section 5. 

2. Radioactive Decay Processes 

2.1. Radioactivity 

Radioactivity is a phenomenon in which an atomic nucleus 

with an unstable balance of protons and neutrons transforms 

into a stable nucleus by emitting elementary particles such as 

alpha particles (α-radiation), beta particles (β-particles), and 

gamma photons (γ-rays) over time. Elements that exhibit this 

behavior are termed radionuclides. The rate of atomic decay 

per unit time is statistically proportional to the existing 

number of atoms, irrespective of other physical states, and is 

expressed by the following equation [4]: 

𝑁𝑡 = 𝑁0𝑒−𝜆𝑡                (1) 

where, Nt is the number of atoms existing after the lapse of 

time t (s). N0 is the number of atoms existing at time t = 0. λ is 

the decay constant (s
-1

), and e is the base of the natural loga-

rithm. 

Alpha rays are helium (He) nuclei composed of 2 protons 

and 2 neutrons. They lose energy by colliding with other 

particles. The air absorption range of alpha rays is several 
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centimeters, and for rocks, it is virtually negligible. Beta rays 

are electrons produced when neutrons are converted into 

protons. The air absorption range is about 1 meter, and for 

rocks, it is negligible. Conversely, gamma rays are electro-

magnetic waves of excess energy emitted when an unstable 

excited nucleus transitions to a new stable state. Unlike alpha 

and beta rays, they have no mass. When γ-rays pass through 

matter, they interact with the electrons and nuclei of the at-

oms in the material through phenomena such as the photoe-

lectric effect, Compton scattering, and pair production [4]. 

The photoelectric effect is a predominant interaction with 

low-energy γ-rays, where all γ-ray energies are absorbed 

through collisions with electrons. Compton scattering is a me-

dium-energy dominant interaction that results in the loss of 

some gamma-ray energy upon collision with electrons and 

subsequent scattering at an angle. Electron-positron pair pro-

duction occurs at energy levels exceeding 1.02 MeV. At this 

threshold, the incident γ-ray energy is completely absorbed, 

resulting in the generation of an electron-positron pair. 

 
Figure 1. Attenuation effects across energy ranges and typical in-

teractions of gamma-rays with materials of varying atomic numbers 

(Modified from [29]). 

In the practical context of soil science, Compton scattering 

predominates. Gamma radiation from soil is primarily atten-

uated by water, soil, and organic matter [30] (see Figure 1). 

2.2. Interaction Between Neutrons and Matter 

Other nuclear transformations include spontaneous fission 

and electron capture. Spontaneous fission is a process where 

atomic nuclei spontaneously split. The likelihood of sponta-

neous fission is elevated in transuranic elements with an 

atomic number (Z) of 93 or greater, such as curium (
244

Cm) 

and plutonium (
240

Pu). This process emits fast neutrons, 

which are neutral particles within the atomic nucleus. Neu-

trons are inherently unstable and undergo beta decay. Their 

lifespan is approximately 1000 seconds, and the maximum 

energy of the emitted beta particle is 780 keV [29]. 

Neutrons may be classified according to their kinetic en-

ergy (En) as follows [29]. 

Cold neutrons: En < 0.025 eV 

Thermal neutrons: En ~ 0.025 eV 

Slow neutrons: 1 eV < En < 300 eV 

Intermediate neutrons: 300 eV < En < 1 MeV 

Fast neutrons: 1 MeV < En < 20 MeV. 

Neutrons that are emitted from the nucleus during sponta-

neous fission, artificial fission, and fusion are classified as 

fast neutrons. 

The interactions between γ-rays and matter, and between 

neutrons and matter, are markedly different. γ-rays primarily 

interact with orbital electrons due to the Coulomb repulsive 

force acting between charged particles, resulting in ioniza-

tion. Conversely, neutrons, having no charge, interact direct-

ly with nuclei as they are unaffected by the Coulomb force. 

The interaction of neutrons with matter is broadly catego-

rized into scattering and absorption. 

Scattering is further subdivided into elastic and inelastic scat-

tering. During elastic scattering, the kinetic energy of the col-

liding particles is conserved. In inelastic scattering, a portion of 

the kinetic energy is transferred to the nucleus as excitation en-

ergy. Nuclei excited to a level capable of emitting gamma rays 

revert to the ground state by emitting gamma rays. If γ-rays 

cannot be emitted, processes such as alpha-ray emission and 

nuclear fission occur, leading to a more stable state [29]. 

During the absorption process, neutrons are captured by 

the nucleus. Subsequently, the atomic nucleus enters an ex-

cited state with additional energy due to the kinetic energy of 

the captured neutrons. This excess energy is expended to 

emit other particles and gamma rays. When emission occurs 

as gamma rays, it is termed ―radiative capture‖. The radiative 

capture reaction, where neutrons are incorporated into the 

nucleus, does not alter the atomic number but increases the 

mass number by one [29]. 

The nuclear reaction equation for elastic scattering is ex-

pressed as X(n, n)X, where X represents the target/residual 

nucleus, and n denotes the neutron. The reaction (n, n) is 

referred to as the ―(n, n) reaction‖. Given that the mass of a 

proton is nearly identical to that of a neutron, the hydrogen 

target nucleus acquires the maximum energy—equivalent 

to one proton—while the neutron loses the most energy 

[29]. 

In inelastic scattering accompanied by nuclear reactions, 

there are numerous possible reactions, and the specific reac-

tion that occurs is dependent not only on the type of target 

nucleus but also on the neutron‘s energy. The primary reac-

tions for low-energy neutrons are neutron capture and elastic 

scattering. For thermal neutrons, the predominant reaction is 

neutron capture. In the neutron capture reaction, the nuclei 

that absorb the neutrons and become excited subsequently 

emit only gamma rays with an energy of 2.2 MeV. This reac-

tion is known as the (n, γ) reaction. When light nuclei such 

as Li and Be absorb neutrons, they emit alpha particles. This 

reaction is termed the (n, α) reaction [29]. 
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2.3. Environmental Radionuclides 

2.3.1. Natural Radionuclides 

Radionuclides in the environment originate from three 

sources: cosmic rays, natural processes, and human activities. 

There are 22 nuclides of cosmic ray origin, such as 
3
H and 

14
C, 

but they do not interfere with γ-ray spectrometry since they 

are low-energy β-ray emitters. 

Natural radionuclides were formed during the Earth‘s cre-

ation and concentrated in the crust, yet most have transformed 

into stable nuclides after 4.5 billion years. Presently, there are 

17 nuclides with a half-life exceeding 700 million years. 

Among the existing nuclides, only 
40

K, 
238

U, and 
232

Th exhibit 

significant radioactivity and are analyzed using γ-ray spec-

trometry. Gamma rays are also emitted from 
214

Pb and 
228

Ac, 

but due to their low counting rate, they are not the target nu-

clides for gamma ray analysis described below. 
40

K consti-

tutes 0.012% of potassium (K), with 83.3% being a β-ray 

emitting nuclide, and 10.7% decaying to 
40

Ar through EC 

(electron capture), emitting a 1.46 MeV γ-ray in the process.
 

238
U and 

232
Th decay to produce daughter nuclides, which 

further undergo radioactive decay, forming a decay chain 

(Figure 2). The decay from 
238

U to stable 
206

Pb primarily 

occurs through α decay, although β decay and γ decay also 

occur. Only
 214

Bi and 
208

Tl are the nuclides that emit γ-rays 

targeted in γ-ray spectrometry. 

 
Figure 2. Radioactive decay series of 238U and 232Th. The 238U decay series was adapted from Wikipedia. The 232Th decay series was 

adapted from Wikimedia Commons. 

Since the half-life of each parent nuclide in a series is sig-

nificantly longer than that of its daughter nuclides, the radi-

oactivity of each nuclide in the series approaches a steady 

state in secular equilibrium, which is equivalent to that of the 

parent nuclide in a closed system. In secular equilibrium, the 

radioactivity of all nuclides in the series is equal, so the con-

centration of a nuclide at one stage of the decay chain can be 

estimated from the concentration of all daughter nuclides. 

When one or more decay products in the decay chain are 

completely or partially removed or added to the system, the 

decay chain enters a state of disequilibrium. Since 
40

K does 

not create a decay chain, it is unaffected by the 

non-equilibrium problem. Theoretically, it takes 40 years for 

the 
232

Th series to establish secular equilibrium, and more 

than 1.5 million years for the 
238

U series [31]. In the 
232

Th 

series, a non-equilibrium state rarely occurs due to the low 

mobility of daughter nuclides. However, in the 
238

U series, 

non-equilibrium states are more likely due to selective 

leaching of decay products (e.g., 
226

Ra), diffusion of 
222

Rn gas 

from soil, and dissolution of 
226

Ra in groundwater [9]. 
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Since 
40

K exists in a fixed ratio to the non-radioactive K 

isotope, K (%) can be directly analyzed from 
40

K γ-rays of 

GRS. The U concentration of GRS is estimated from 
214

Bi γ 

rays of the daughter nuclide of 
238

U. Thus, the uranium con-

centration by GRS is an indirectly estimated concentration. 

Therefore, the uranium concentration (ppm) analyzed by GRS 

is indicated as eU (equivalent Uranium) concentration to dis-

tinguish it from the U concentration determined by chemical 

analysis. Similarly, since the Th concentration is estimated 

from 
208

Tl γ rays of the daughter nuclide of 
232

Th, the Th con-

centration (ppm) is expressed as the eTh concentration [4]. 

2.3.2. Artificial Radionuclides 

Artificial radionuclides are those that do not occur natu-

rally but are synthesized through various processes. They 

include nuclides of fission products generated in nuclear 

experiments and nuclear reactors, nuclides activated within 

nuclear reactors, reaction nuclides produced in fusion reac-

tors, and those resulting from man-made satellite accidents. 

A fission reaction is a process where unstable nuclides of 

heavy nuclei split, producing two or more lighter elements. 

This splitting releases an average of 2-3 fast neutrons. These 

neutrons are then reabsorbed by another 
235

U atom, leading to 

a fission chain reaction that initiates subsequent fission reac-

tions. Fission products are nuclides created by fission and 

those resulting from the radioactive decay of fission fragments. 

Even with the same 
235

U, the substances produced by nuclear 

fission vary with each event. There are hundreds of different 

substances that can be produced by nuclear fission. 

The Fukushima Daiichi Nuclear Power Station accident 

dispersed fission product nuclides into the environment as 

fallout [32]. Among the fallout nuclides, those with a high 

production rate (yield) and relatively long half-life include 
137

Cs, 
103

Ru, 
140

Ba, and others. 
134

Cs is not a fission product; 

it is formed by neutron activation of the stable fission prod-

uct 
133

Cs in the reactor. Consequently, the amount of 
134

Cs 

varies depending on the type of fuel rods and the reactor‘s 

operational duration. This variation means that the 

134
Cs/

137
Cs ratio serves as an indicator to identify the reactor 

source. Additionally, since 
134

Cs is not present in the fallout 

from nuclear tests, the presence or absence of 
134

Cs can dis-

tinguish between fallout from nuclear tests and that from 

nuclear power plant accidents [33]. 

Fusion involves merging light nuclei, such as hydrogen in 

a plasma state, into heavier nuclei like helium, a process that 

emits neutrons. In 1985, it was proposed to conduct fusion 

research for peaceful purposes through international collab-

oration. This research is ongoing under the ITER program, 

currently in its second phase, aiming to establish scientific 

and technological feasibility. One fusion reactor design un-

der consideration utilizes high-temperature plasma to mag-

netically confine deuterium (D) and tritium (T) in a tokamak 

configuration. In the D-T fusion reaction, radionuclides such 

as helium nuclei (alpha particles), neutrons, tritium, and ac-

tivated dust emitting γ-rays are produced [34]. 

3. Gamma Ray Spectral Analysis Method 

3.1. Gamma Ray Measurement Mechanism and 

Detector 

The energy of gamma rays can be measured by scintilla-

tion detectors and Ge semiconductor detectors. The scintilla-

tion detector consists of a scintillator (crystal), a photomulti-

plier tube, and peripheral devices such as a pulse height ana-

lyzer. The emitted photon ejects an electron from the nega-

tive electrode of the photomultiplier tube. When this electron 

collides with the anode, a voltage pulse with a negative am-

plitude proportional to the energy of the incident photon is 

generated [4]. The energy spectrum is the result of analyzing 

the amplitude of the voltage pulse with a pulse height ana-

lyzer across 256 to 1,024 multiple channels (ch). 

Scintillation detectors contain various substances. Table 1 

presents the parameters of typical scintillation and semicon-

ductor detectors. 

Table 1. Parameters of Typical Scintillation and Semiconductor Detectors. 

 

Detector 

type 

Resolution 

662keV (%) 

Density 

(g/cc) 

Light Yield 

(Photons/keV) 

Decay time 

(ns) 
Dead time (s) Remarks 

Scintilla-tor 

detector 

NaI (Tl) 7 3.7 38 250 10-7s order Deliquescent 

BGO 14 7.13 9 300 
  

CsI 10 4.53 56 1000 10-9s order Weak Deliquescent 

LaBr3 (ce) 2.8-4.0 5.29 63 16 
 

Deliquescent 

CeBr3 4 5.2 
 

18-20 
  

Semi 

-conductor 

CdTe 2.0-2.5 
    

Room temperature 

HPGE 0.2 (1.3 keV) 5.35 N/A N/A 

 

Liquid N cooling 
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Figure 3. Gamma-Ray Spectrum of Soil in Tsukuba City, Japan: (a) Spectrum of Ge(Li) Semiconductor Detector, and (b) Spectrum of NaI 

Detector. The spectra at the bottom of the figure are the standard spectra for each nuclide according to Hendriks et al. [37]: 40K (solid line), 

238U (dotted line), and 232Th (one-dot chain line). 

NaI crystal detectors are primarily utilized in field surveys. 

NaI crystals are transparent, have a high density (3.7 g/cm³), 

and can be produced in large volumes. The dead time is on 

the order of 10
-7

 seconds. However, even with a NaI detector 

with a resolution of 7 to 10%, the peak shape of the nuclide 

broadens, causing the peaks of adjacent energies to overlap. 

Consequently, only 
214

Bi, 
40

K, and 
208

Tl of natural radionu-

clides can be unequivocally identified as individual nuclides 

(Figure 3). Since the NaI detector is hygroscopic, it becomes 

fragile after many years of use. CsI crystals, on the other 

hand, are not hygroscopic and are more robust than NaI 

crystals. Their density is 4.51 g/cm³ and the dead time is on 

the order of 10
-9 

seconds. However, they are inferior to NaI 

crystals in terms of resolution, emission yield (luminescence), 

and decay time. BGO (Bi4Ge3O12) crystals have a high den-

sity (7.13 g/cm³), are not hygroscopic, and are more efficient 

even for high-energy γ-rays, but their resolution is inferior to 

that of NaI and CsI crystals. 

Lanthanum bromide, LaBr₃(Ce), discovered in 2000 [35], 

exhibits superiority over NaI in terms of density (5.3 g/cm³), 

resolution (2.8-4.0%), decay time, and emission yields (Ta-

ble 1). The primary concerns with LaBr₃(Ce) are its hygro-

scopic nature and the radioactivity of ¹³⁸La present within the 

crystals. Such radioactivity elevates the background noise 

and compromises detectability to some extent. Consequently, 

a cerium bromide, CeBr₃, detector was developed [36]. This 

detector possesses a density of 5.2 g/cm³ and a resolution of 

4%, with performance marginally less effective than 

LaBr₃(Ce). Nonetheless, CeBr₃ demonstrates approximately 

an order of magnitude greater detection sensitivity for high-

er-energy nuclides, such as ⁴⁰K at 1462 keV and ²⁰⁸Tl at 

2614 keV. Owing to its non-hygroscopic properties, CeBr₃ 
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proves to be superior to LaBr₃(Ce) for use in field surveys. 

None of the scintillation detectors mentioned above can 

achieve the resolution (0.2%) of the HPGe semiconductor 

detector (Table 1: Figure 3). A spectrum peak of HPGe is 

detected as a very sharp spectral line. However, due to the 

requirement for cooling the detector with liquid nitrogen 

during measurement, its use has been limited to laboratory 

measurements. Recently, the development of the pulse tube 

refrigerator, which allows for outdoor use, has facilitated the 

use of HPGe in the field. Most recently, it has become possi-

ble to use a lightweight Cadmium zinc telluride (CZT) sem-

iconductor detector at ambient temperature. Although its 

resolution (2-2.5%) is not as high as that of HPGe, its porta-

bility is another advantage. Martin et al. [36] and Marques et 

al. [1] demonstrated that the CZT detector could be used for 

unmanned investigations with drones. 

In fusion plasma, neutrons and gamma rays, which are 

unaffected by the magnetic field, can be detected by dedi-

cated diagnostic equipment. Neutron emission spectrometry 

(NES) and gamma-ray spectrometry (GRS) are used as prin-

cipal methods for studying fast ions [38]. Neutron spectrom-

etry is used to diagnose the suprathermal component of fuel 

ions. Gamma-ray spectrometry is used to diagnose fu-

sion-produced alpha particles and high-energy ions. The se-

vere environment of a fusion plasma reactor makes it diffi-

cult to detect gamma rays, thus a dedicated diagnostic system 

is required. In the JET (Joint European Torus) tokamak re-

actor, collimated gamma rays are recorded by Ge semicon-

ductor detectors and scintillators (NaI, BGO, LaBr3, etc.) 

located in a well-shielded bunker [38]. 

3.2. γ Ray Spectrum 

There is a certain relationship between the channel of the 

pulse height analyzer and the γ-ray energy. Therefore, the 

channel axis can be converted to the energy axis by energy 

calibration using known energy nuclides in the spectrum. The 

natural origin gamma-ray spectrum usually displays energies 

ranging from 0.04 to 3 MeV [4]. Fusion reactor observations 

measure energies up to 20 MeV [38]. Here, we will focus on 

the natural gamma-ray spectrum.  

As previously mentioned, the γ-ray spectrum of the NaI 

detector can detect γ-ray nuclides such as 40K and the 

daughter nuclides of the Th and U series. Displayed below 

the NaI spectrum in Figure 3 are the separate γ-ray spectra 

for 40K, U, and Th [37]. The spectrum measured in situ is a 

composite in which the spectra of the three nuclides overlap 

with the background. 

The 
40

K spectrum shows the energy distribution of sin-

gle-energy gamma rays. The peak near 1.46 MeV is the peak 

of the photoelectric effect. The total energy Eγ of γ-rays is 

transferred to electrons in the photoelectric effect, so the 

energy distribution forms a linear peak located at Eγ. This is 

called a photoelectric peak or a total absorption peak. The 

actual peak shape is a spreading mountain shape due to sta-

tistical fluctuations. A gentle slope continues on the low en-

ergy side (left side) of the peak. This part is called the 

Compton continuum. The Compton continuum is the part 

where gamma rays interact with the source, the air between the 

source and the detector, and the detector, partially losing en-

ergy of γ-ray due to Compton scattering at various angles. One 

photoelectric peak and Compton scattering are paired. The 

spectrum of 
238

U has peaks at 1.12 MeV and 609 keV of 
214

Bi 

in addition to the photoelectric peak of 
214

Bi at 1.76 MeV. The 
232

Th spectrum has peaks at 2.1 MeV and 969-911 keV of 
208

Tl in addition to the photoelectric peak of 2.62 MeV of 
208

Tl. 

However, when these peaks overlap, the only peaks that can 

be discriminated are the three spectra of 
40

K (1.46 MeV), 
238

U 

(
214

Bi, 1.76 MeV), and 
232

Th (
208

Tl, 2.62 MeV). 

Gamma-ray spectral analysis typically involves Total 

Count (TC), window analysis (WA), or full spectrum analy-

sis (FSA) within the energy range of 0.4 to 3 MeV (Figure 4). 

Most gamma-ray spectrometry analyses are TC and WA. In 

WA, the count of the range of interest (ROI) (referred to as 

the energy window) centered on the photoelectric peaks of 
40

K, 
214

Bi, and 
208

Tl is analyzed. If 
137

Cs (662keV) fallout is 

present, 
137

Cs can also be detected by monitoring a 100 keV 

wide window centered on the photoelectric peaks of these 

nuclides. Since the peak shape follows a normal distribution, 

the ROIs for WA are defined by the full width at half maxi-

mum (FWHM) of the peak. The IAEA [4] guideline ROIs 

are depicted in Figure 4. The counts for each window include 

background (BG) and Compton scattering (CS) counts, as 

well as counts proportional to the radionuclide concentration. 

Thus, the BG and CS counts must be subtracted from the 

counts in each window to obtain counts solely proportional 

to the radionuclide concentration. 

Electron pair generation occurs within sub-nanosecond 

timescales following the incidence of gamma rays. Therefore, 

when one of the two photons generated by pair production 

escapes from the detector, an energy of E - 511 keV is ob-

served as a single escape peak in the spectrum of the Ge 

semiconductor detector. If both photons escape, an energy of 

E - 1022 keV is observed as a double escape peak [29]. 

Since window analysis (WA) focuses only on the areas of 

interest for 
40

K, 
238

U, and 
232

Th, the gamma-ray count for 

each window is two orders of magnitude lower than the total 

count (TC), potentially leading to inaccuracies in estimated 

concentrations for short-term measurements. Moreover, the 

energy resolution of the NaI detector at 583 keV (
208

Tl) and 

609 keV (
214

Bi) complicates the analysis of trace amounts of 

662 keV (
137

Cs). Full spectrum analysis (FSA) was devel-

oped to address this issue. As FSA utilizes the entire spectral 

range, it requires significantly fewer statistics to achieve the 

necessary accuracy, thus reducing the time needed for stable 

measurements (e.g., [37, 39]). However, Mahmood et al. 

[40] applied both the window and full-spectral methods to 

predict soil texture and other parameters in the same field. 

They concluded that both methods could establish a rela-

tionship between radionuclide data and soil quality with as 
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much accuracy as possible. 

 

  
Figure 4. The energy range of the Total Counts and windows [4] and schematic diagram of the window method (a) and full spectrum method (b) 

(Modified from [41]). (a) The SC method obtains the photoelectric peak count by subtracting the Compton scattering count of the nuclide at 

higher energy from the ROI count (n). The SC for estimating the Compton scattering count from 232Th is α. The SC of the scattering count from 
232Th in the potassium window is βand the SC from 238U is γ. For NaI detectors, some of the potassium peaks also affect the number of windows 

for uranium and thorium on the higher energy side. This effect is treated with inverse stripping coefficients a, b, g, but is usually ignored. (b) In 

the full spectrum method, the measured spectrum (N) is the standard spectrum (Sk) (the 40K, 238U and 232Th spectra at the bottom of Figure 3) 

multiplied by the radionuclide concentration (Ck) of the individual radionuclides. Details are given in Section 3.5.3. 

The use of gamma-ray detection as a diagnostic tool for 

tokamak fusion plasmas has evolved over the decades. His-

torically, gamma-ray spectroscopic analysis for nuclear reac-

tions in plasma has been proposed as a complementary tool 

to neutron flux measurements to assess the rate at which en-

ergy-generating reactions occur. Gamma-ray emission in 

fusion plasma results from the reactions of fuel nuclei or 

rapidly moving charged particles with plasma impurities [38]. 

Gamma-ray measurements in fusion plasmas can be used to 

diagnose nuclear reaction rates and the densities of nuclear 

reaction products (e.g., [38]). Table 2 provides a list of nu-

clear reactions identified by the JET [38]. 

Table 2. List of nuclear reactions emitting γ-rays identified at JET [38]. 

Reaction Q [MeV] Emin [MeV] Reaction Q [MeV] Emin [MeV] 

Protons 

  

Tritons 

  

D(p,γ)3He 5.5 0.05 D(t,γ)5He 16.63 0.02 

T(p,γ)4He 19.81 0.05 9Be(t,nγ)11B 9.56 0.5 

9Be(p,p'γ)9Be -2.43 3 3He ions 
  

9Be(p,γ)10Be 6.59 0.3 D(3He,γ)5Li 16.38 0.1 

9Be(p,αγ)6Li 2.125 2.5 9Be(3He,nγ)11C 7.56 0.9 
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Reaction Q [MeV] Emin [MeV] Reaction Q [MeV] Emin [MeV] 

Protons 

  

Tritons 

  
12C(p,p'γ)12C -4.44, -7.65 5, 8 9Be(3He, dγ)11B 10.32 0.9 

Deuterons 
  

9Be(3He,dγ)10B 1.09 0.9 

9Be(d,pγ)10Be 4.59 0.5 12C(3He, pγ)14N 4.78 1.3 

9Be(d,nγ)10B 4.36 0.5 Alphas 
  

12C(d,pγ)13C  2.72 0.9 9Be(4He, nγ)12C 5.7 1.9 

 

3.3. Influential of Terrain Features for Gamma 

Ray Measurement 

GRS estimates nuclide concentrations based on the as-

sumption that the detector detects radiation from a flat 180° 

(2π steradians) solid angle terrain. When measurements are 

taken with a portable detector placed in concave terrain, ra-

diation from a solid angle region of 2π steradians or more is 

incident on the detector, leading to an overestimation of the 

radiation distribution. Conversely, when measurements are 

taken with a device placed on a bank or at the edge of re-

cessed terrain, radiation from a solid angle region less than 

2π steradians is incident on the detector, resulting in an un-

derestimation [42]. Since gamma rays can travel through the 

air for hundreds of meters, GRS is also influenced by distant 

terrain. For instance, when GRS measurements are conduct-

ed along a survey line from coastal waters to 10-meter-high 

granodiorite cliffs far away, the dose rate may increase due 

to the cliff‘s influence [42]. These phenomena must be con-

sidered, especially when measurements are required in spac-

es surrounded by valleys and slopes [42]. 

For AGRS measurements on flat terrain, gamma rays 

from a diameter area approximately twice the altitude (h) 

account for 66% of the total count. In valleys, the total 

count may increase by 100% because the area is influenced 

by the slopes of both valleys. On ridges, since this area is 

reduced, the total count may decrease by 10% to 30% [10]. 

Minty and Brodie [43] propose a three-dimensional (3D) 

inverse analysis method to correct for the topographical 

effects on AGRS. This method takes into account the de-

tector‘s directional sensitivity, movement velocity, and 3D 

topographical data within the detector‘s field of view to 

inversely analyze the ground element concentration into a 

regular grid. 

3.4. Metrology of Gamma Ray Spectrometry 

3.4.1. Portable Device for Man-Borne 

A 0.1 to 0.35 L NaI crystal is typically used for a portable 

gamma-ray spectrometer. The detector is placed directly on 

the ground surface or held at a constant height (e.g., waist 

position) during measurement to minimize the influence of 

ground surface irregularities and local changes in radionu-

clide distribution. It is also feasible to conduct surveys while 

walking at a consistent pace. When the detector is placed on 

the soil surface, it measures gamma rays from a diameter of 

approximately 2 meters and a depth of 25 centimeters [4]. 

When the detector is placed on an exposed rock surface, it 

measures gamma rays from a radius of about 1 meter and a 

depth of 15 centimeters [42]. The measurement duration is 

typically several hundred seconds. The error in the measured 

value using the 0.35 L NaI detector is 10% for 2 minutes on 

ground with high radionuclide concentration and for 6 

minutes on ground with low concentration [4]. The survey 

line intervals for reconnaissance and detailed surveys are set 

at 50 to 250 meters and 5 to 10 meters, respectively. The 

measurement point spacing is set to 5 meters in both cases 

[4]. 

3.4.2. Device for Car-Borne and Agricultural  

Tractors Survey 

Car-borne is a method for filling the gap between 

man-borne and AGRS [4]. Typically, the car-borne detector 

uses a 4 to 8 L NaI detector, which is smaller than the AGRS 

detector. As with the AGRS system, the car-borne system 

standardly features GPS navigation with detailed road maps 

displayed. Additionally, some are equipped with an alarm 

system that audibly notifies the operator of the target position 

[4]. The movement speed of the car-borne system is 1/5 to 

1/10 that of the AGRS. Measurements are usually taken at 

intervals of several tens of seconds [15]. The measurement 

area of the NaI detector in the car-borne system has a radius of 

6 meters. When moving at 4 km/h, the measured value for 30 

seconds represents the integrated count over an extension of 

33.3 meters. 

Geological mapping by car-borne systems should utilize 

unpaved, off-road survey data. Even off-road data can obscure 

the original geological conditions, as the roads may be sig-

nificantly contaminated with substances used in road con-

struction [4]. Therefore, the primary application of car-borne 

systems is addressing environmental issues, such as the search 
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for lost radiation sources and fallout mapping. Since these 

target nuclides are anthropogenic radionuclides that exceed 

natural background levels, the development of paved road 

networks is actually advantageous for car-borne investiga-

tions. In fact, the KURAMA car-borne system, equipped with 

a CsI scintillation detector developed by the Kyoto University 

Research Reactor Institute, was deployed for the distribution 

survey of radioactive materials released from the Fukushima 

Daiichi Nuclear Power Station accident [44]. 

Since 2000, tractor-mounted Proximal Mobile Gamma 

Spectrometry (PMGS) has been applied to soil mapping for 

precision agriculture. In PMGS, the detector is fixed in front 

of the tractor on a shelf 30 centimeters above the surface of the 

earth. The measurement methods are classified into running 

(on-the-go) measurement and stop-and-go measurement. The 

detector, positioned 30 centimeters above the ground, 

measures soil gamma rays with a radius of approximately 2 

meters and a depth of 0.3 meters. The accuracy of both 

measurements is almost the same (R
2
 = 0.96) [3]. The detec-

tors used for PMGS include a 1 to 2 × 4.2 L NaI detector [3, 

24, 26] and a φ70 × 150 mm CsI detector [45], among others. 

The running speed for the on-the-go survey is applied at 0.7 to 

1.4 meters per second [3], 0.83 meters per second [26], and 

2.8 meters per second [45]. The sampling time is at 1-second 

intervals. In the stop-and-go survey, spectra are acquired 

every 60 seconds [23]. The distance between survey lines is 6 

to 27 meters, depending on the condition of the field. 

3.4.3. Device for Airborne 

The AGRS standard system comprises a ground measuring 

device and an atmospheric radon measuring device. The 

ground measuring device is designed for detecting γ-rays 

emanating from the ground surface. It is composed of two 

units, each containing 16.4 L NaI detectors. Each unit houses 

four sets of detectors, with one set featuring a 10.2 cm x 10.2 

cm x 40.6 cm NaI crystal and a photomultiplier tube, encased 

in a heat insulating container. The atmospheric radon meas-

uring device is mounted atop the ground measuring device. A 

lead plate measuring 35 x 45 x 2 cm is interposed between the 

two devices to attenuate gamma rays from the ground, thereby 

enhancing the upper detector‘s sensitivity to sources above 

[4]. 

Gamma rays emanating from the ground towards the 

AGRS are attenuated by atmospheric density. To correct the 

AGRS gamma ray measurements for ground altitude, the 

following data are recorded every second during the survey: 

GPS (with an error of approximately 5 meters), radar altimeter 

(with a 2% error), barometer, and thermometer [4]. A standard 

pulse height analyzer possesses a channel range of at least 256 

channels (Ch). Furthermore, cosmic rays with energies ex-

ceeding 3.0 MeV may be detected in supplementary windows 

[4]. 

AGRS measurements are typically conducted along a 

grid-based flight path. The spacing of flight lines for geolog-

ical and environmental mapping ranges from 50 to 400 meters 

[4]. The flight altitude varies from 30 to 300 meters above 

ground level, and for helicopters, it is between 40 and 100 

meters. Recent AGRS measurements are often taken at an 

altitude of approximately 120 meters [4]. In the 2005-2006 

Tellus Aerial Geophysical Survey project in Northern Ireland 

conducted by the British Geological Survey, the AGRS had a 

survey line spacing of 200 meters, with a flight altitude of 244 

meters in urban areas and 56 meters in rural areas [46]. For 

soil mapping in Australia, the AGRS utilized a measurement 

line spacing of 100 meters and a flight altitude of 20 meters 

[27]. In Sweden, the AGRS featured a line spacing of 200 

meters with an altitude ranging from 30 to 60 meters [47]. The 

flight speed for the AGRS is approximately 50 to 60 meters 

per second, and for helicopters, it is 25 to 30 meters per se-

cond. The sampling interval is typically 1 second for aircraft 

and 0.5 seconds for helicopters. 

Approximately 80% of the γ-rays detected by AGRS 

originate from the top 0.3m of soil within the measurement 

area, the radius of which is roughly four times the flight alti-

tude [4]. Given a radionuclide concentration in the soil of 2% 

K, 2.5ppm U, and 9ppm Th, the measurement accuracy (ex-

pressed as standard deviation) of a typical AGRS is 6.3% for 

K, 12.3% for eU, and 13.7% for eTh [42]. The accuracy of the 

AGRS increases as the flight altitude decreases. Unmanned 

helicopters and drones (UAVs) are capable of measuring 

γ-rays from an altitude of 30 m above the ground [36], making 

them a potentially promising tool, particularly in the field of 

precision agriculture [48]. 

3.5. Spectrum Processing 

3.5.1. Data Processing Procedure 

Figure 5 illustrates the data processing workflow for TC 

and WA. The section enclosed by the solid line in the figure 

represents the data processing procedure for man-portable, 

car-mounted, and AGRS systems. The section enclosed by the 

dashed line is an addition to the AGRS analysis. The common 

data processing procedure includes the following steps: (1) 

preprocessing tasks such as data verification and conversion 

of GPS information to a mapping coordinate system, (2) 

smoothing of spectra for noise reduction (using NASVD or 

MNF methods), (3) dead time correction, (4) energy calibra-

tion, (5) background correction for cosmic rays and aircraft, 

(6) correction for atmospheric Rn, (7) Compton scattering 

correction using the stripping method, (8) aircraft altitude 

correction (air attenuation correction), (9) anomaly analysis 

and spectral analysis, (10) conversion of radionuclide con-

centrations using sensitivity coefficients, (11) terrain correc-

tion, (12) regression/geostatistical analysis, (13) distribution 

pattern analysis, (14) thematic map creation, and (15) data 

storage [2, 5, 30]. The processing methods for steps (4), (7), 

and (10) differ for FSA compared to WA. As previously 

mentioned, gamma-ray spectrometry is a well-established 

technique. Therefore, the techniques introduced after the 

IAEA‘s publications in 2003 [4] and 2010 [15] are limited, 
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such as the terrain effect correction technique by Minty and 

Brodie [43]. This document will provide explanations on 

spectrum smoothing technology, full-spectrum analysis, and 

gamma-ray diagnostics for nuclear plasma, with the aim of 

supplementing the IAEA‘s guidelines [4]. Data analysis from 

steps (12) to (14) is a new addition, primarily for the creation 

of soil maps. These steps will be explained in a separate paper. 

For more information on spectral analysis, please refer to the 

IAEA [4, 5]. 

 
Figure 5. Flow Chart of Data Processing for TC and Window Analysis (The spectrum analysis section was developed with reference to IAEA 

[5], Rossel et al. [2], and Reinhardt and Herrmann [30]). 

3.5.2. Spectrum Smoothing (Noise Reduction)  

Technology 

The γ-ray spectrum is depicted as a two-dimensional graph, 

with energy (or channels) on the horizontal axis and counts on 

the vertical axis. However, in chemometrics, spectral analysis 

is conducted in a multidimensional space. To project the 

spectrum into this space, the spectral data is converted into a 

matrix. In chemometrics, analysis of the spectrum in multi-

dimensional space is carried out using statistical methods such 

as principal component analysis (PCA) [49]. Techniques for 

smoothing the γ-ray spectrum and comprehensive spectrum 

analysis draw upon chemometric principles. For instance, if 

we consider the γ-ray spectrum X1, comprising 256 channels, 

as ―one point in a 256-dimensional space,‖ it can be repre-

sented by the following equation: 

𝑋1 = (𝛼1_1, 𝛼1_2, 𝛼1_3, ⋯ ⋯ , 𝛼1_256)     (2) 

Although it is not possible to visualize a space of four or 

more dimensions, we can analyze the spectrum with an 

analogous concept in a three-dimensional space [49]. Ac-

cording to this concept, the spectrum is represented by a sin-

gle point in the multidimensional space, regardless of the 

spectrum‘s complexity. When the γ-ray spectrum of the same 

radioactive element as X1 varies solely in element concen-

tration, the spectral points in the multidimensional space are 
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plotted along the line extending from X1 to the coordinate 

origin. If the spectrum‘s shape alters due to the presence of 

different elements, the spectrum‘s position will deviate from 

the line connecting the origin and point X1, since Eq. (4) is no 

longer valid. In other words, spectra with distinct shapes will 

have different trajectories when viewed from the origin of 

multidimensional space. The spectrum‘s shape is associated 

with the direction from the origin of the multidimensional 

space, while the spectrum‘s intensity (element concentration) 

corresponds to the distance from the origin. In essence, the 

multidimensional space, also known as hyperspace [49], is a 

convenient framework where changes in the spectrum can be 

distinctly categorized into alterations in shape and intensity. 

The NASVD method (Noise Adjusted Singular Value 

Decomposition) and the MNF method (Maximum Noise 

Fraction) are techniques for smoothing the γ-ray spectrum. 

They eliminate noise components from the original γ-ray 

spectrometry data by applying principal component analysis 

within the γ-ray spectrum hyperspace [4]. The principle op-

erates as follows: Principal component analysis breaks down 

the original hyperspectral data into several constituent com-

ponents. The spectrum is then reconstructed using only the 

components that are not identified as ‗noise‘. This recon-

structed spectrum retains most of the original signal while 

significantly reducing the noise. The primary distinction be-

tween the NASVD and MNF methods lies in the normaliza-

tion approach for the noise components within the spectrum. 

Nevertheless, both methods achieve a comparable level of 

noise reduction [4]. 

Only PCA will be described here. The PCA model formula 

is written as follows [36]. 

𝑋 = 𝑇𝑃𝑇 = 𝑡1𝑝1
𝑇 + 𝑡2𝑃2

𝑇 + 𝑡3𝑝3
𝑇 + ⋯    (3) 

where, tj is an eigen-orthogonal vector used to express X in a 

vector space and is referred to as a loading vector (or simply 

loading). A loading is a vector that can efficiently characterize 

the spectral plot points in multidimensional space; that is, it 

represents a new principal axis (principal component axis) 

that indicates the direction of significant variance (corre-

sponding to eigenvalues) in the spectrum. tj is a projected 

value measurable on the new axis (loading), which can be 

calculated by the dot product of X and pj. The tj is termed a 

score vector (or simply a score) [50]. 

In practice, when performing principal component analysis 

(PCA) using statistical software on a personal computer, 

singular value decomposition (SVD) is employed to derive 

eigenvalues and eigenvectors. SVD decomposes any given 

matrix into two orthogonal matrices and a diagonal matrix. 

The singular values are the diagonal entries σ of the diagonal 

matrix. PCA results vary based on the scaling of variables in 

X; therefore, it is standard to normalize the variance of the 

scores for all variables to 1. Consequently, the score matrix (T) 

is normalized to matrix (U), and the scalar quantities of each 

component are consolidated into matrix (S). Assuming the 

loading matrix is (V) (which, despite the notation (V), is 

equivalent to loading (P)), the singular value decomposition is 

expressed as shown in Eq. (4): 

𝑋 = 𝑇𝑃𝑇 = 𝑈𝑆𝑉𝑇                (4) 

U and V
T
 are orthogonal matrices, and S is a diagonal ma-

trix where the explained variance from each component is on 

the diagonal, and all other entries are zero. The equation for 

isolating only the first principal component is as follows: 

     (5) 

The singular values σ are selected to satisfy the following 

conditions: 

σ1≥σ2≥・・・・≥σn 

The eigenvectors of (U) represent the spectra of the prin-

cipal components. When the observed spectrum is trans-

formed into the orthogonal spectral components as per Eq. (4), 

it is decomposed into scores and loadings of 6 to 8 compo-

nents. Each component is ranked according to its contribution 

to the observed spectrum. Meaningful signals that correlate 

across channels are prioritized in the first principal component. 

Conversely, random noise tends to be distributed evenly 

across all channels and is not interrelated. Consequently, 

random noise is relegated to the lower-order components. By 

reconstructing the spectrum using only the significant signal 

components from the adjusted set of spectral components, it is 

possible to generate a spectrum devoid of noise [4]. 

PCA transforms the multidimensional spatial structure (i.e., 

direction from the origin) of the original spectrum through 

principal component transformation. Additionally, the posi-

tion indicating the concentration (i.e., the distance from the 

origin) becomes indeterminate. Consequently, the inherent 

meaning within the spectrum may seem obscured. However, 

despite the altered coordinate system and the quantitative 

change in the spectrum‘s shape, the integrity of the data is 

maintained. The essence of the spectrum remains unchanged; 

it is merely the representation that differs [49]. Thus, the 

principal components derived from PCA are synthetic varia-

bles created by transforming the original measurement data, 

necessitating careful interpretation of what each principal 

component axis represents [50]. 

Figure 6 illustrates an example of NASVD (Noise Adjusted 

Singular Value Decomposition) applied to the aerial gam-

ma-ray spectrum [6]. Graphs 1 to 7 display the seven com-

ponents resulting from the NASVD decomposition. The 

seventh component is regarded as random noise. The first six 

components are utilized for reconstructing a noise-reduced 

spectrum. The first component is presumed to reflect the 

average spectrum of the entire dataset. The 2nd to 6th com-
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ponents influence the shape of the measured spectrum, each 

exerting distinct effects [6]. For instance, the second and third 

components exhibit a peak near 1400 keV for potassium (K) 

and both a positive and negative peak near 2600 keV for 

thorium (Th). The sixth component shows a negative peak for 

K and a positive peak for Th. These peaks are believed to 

correspond to the ground concentrations of potassium (K), 

uranium (U), and thorium (Th). Conversely, in the 4th and 5th 

components, K and Th manifest as negative peaks, while only 

at 1700 keV does uranium (U) present a positive peak. These 

components also align with the pronounced photoelectric 

peaks of radon (Rn) at 352 keV, 609 keV, and 1120 keV, 

suggesting that this source is atmospheric radon, proximal to 

the detector. Hence, the U peak at 1700 keV is interpreted as 

indicative of the influence of atmospheric Rn [6]. 

 
Figure 6. Example of NASVD Decomposition in Airborne Gamma-Ray Spectrometry. The first seven components of the NASVD decomposition 

(Fortin et al. [6]). 

The final part of this section provides an example of prin-

cipal component analysis (PCA) of gamma-ray spectra, 

conducted using the chemoSpec package [52] in R. The ten 

gamma-ray spectra, displayed in Figure 7, were recorded by 

Imaizumi et al [51] from paddy soils contaminated by the 

Fukushima Daiichi nuclear event. These spectra were ob-

tained through a man-borne survey utilizing a 3 x 3-inch NaI 

detector with 1024 channels. The measurement duration for 

each spectrum was ten seconds. The three prominent peaks 

in the Figure 7 observed between channels 350 and 500 cor-

respond to the photoelectric absorption peaks of 
134

Cs at 605 

keV, 
137

Cs at 662 keV, and 
134

Cs at 796 keV. 

 
Figure 7. 10 gamma ray spectra measured by Imaizumi et al [51] on paddy field soil in Iitate Village, Fukushima Prefecture in August 2011. 

http://www.sciencepg.com/journal/ns


Nuclear Science http://www.sciencepg.com/journal/ns 

 

22 

 

 
Figure 8. Loading plot of the gamma-ray spectrum from Iitate vil-

lage’s rice field. The figures, from the bottom to the top, represent 

the average γ-ray spectrum, the 1st, 2nd, 3rd, and 10th principal 

components of the loading plots. 

To perform PCA on gamma-ray spectra with the chemo-

Spec package, the spectrum CSV file is first converted into a 

spectrum object. This conversion is carried out using the 

matrix2SpectraObject function (note that this is distinct from 

the standard R read.csv function). Once transformed into a 

spectral object, PCA analysis can be conducted using the 

c_pcaSpectra function. As the aim here is not to compare the 

spectra, normalization of the spectra is not performed. The 

summary function and scree plot reveal that the spectrum of 

1024 channels was decomposed into 10 principal compo-

nents. The first principal component accounts for 80% of the 

variance. It was demonstrated that 95% of the gamma-ray 

spectrum variance could be explained by the first to seventh 

principal components (not shown here). Figure 8 is loading 

plots of gamma-ray spectrum of Iitate village rice field. Fig-

ures from the bottom to the top show loading plots of the 

average γ-ray spectrum and the 1st, 2nd, 3rd, and 10th prin-

cipal components, respectively. 

PCA simply linearly transforms the data and rotates it 

within a multidimensional space. Therefore, if the principal 

component axis, which has been rotated by an angle Θ, is 

rotated by -Θ, it can be reverted to its original orientation. 

All software that performs PCA can calculate rotation matri-

ces. In R‘s principal component analysis, rotation data is 

stored in the $rotation slot. Thus, to reconstruct the spectrum 

using principal components while excluding the 10th princi-

pal component, identified as noise, the scores from the 1st to 

9th principal components are multiplied by the transposed 

matrix of the rotation matrix. Consequently, the original 

spectrum, excluding the 10th principal component, can be 

retrieved. 

3.5.3. Processing of Compton Scattering Counts for 

Window Analysis 

The count rate c/s (counts per second) per unit concentra-

tion (1% K, 1 ppm U, and 1 ppm Th) is referred to as the 

sensitivity coefficient [4]. The concentrations of 
40

K (CK), 
238

U (CU), and 
232

Th (CTh) are determined by dividing the 

photoelectric peak count of each nuclide by the sensitivity 

coefficient (S) established during calibration. However, the 

U window counts include Compton scattered counts from 

Th-series nuclides in addition to the 1.76 MeV photoelectric 

peak count. Similarly, the K window counts encompass 

Compton scattered counts for both Th-series and U-series 

nuclides, along with the 1.46 MeV photoelectric peak count. 

Consequently, it is necessary to correct for Compton scatter-

ing to accurately determine the photoelectric peak counts for 

U and K window counts. This correction can be performed 

using either the Kobel method or the Stripping Coefficient 

(SC) method. The Kobel method is employed when a distinct 

photoelectric peak is present and is primarily used for spec-

tral analysis with Ge semiconductors and NaI detectors in 

laboratory settings. In contrast, the SC method is a straight-

forward semi-quantitative approach utilized in field applica-

tions and is commonly employed in window analysis (WA). 

The SC method is predicated on the pairing of a photoe-

lectric peak with Compton scattering, and it posits that the 

Compton scattering count can be approximated by a specific 

ratio of the photoelectric peak count. This implies that the 

window count (n) consists of the photoelectric peak count 

(np) that defines the window and the Compton scattering 

count (photoelectric peak count npH × SC) of the high-energy 

nuclide (npH). The Compton scattering count is corrected by 

subtracting (npH × SC) from (n). The SC for estimating the 

Compton scattering count from Th in the uranium window 

count is α. The SC for the scattering count from Th in the 

potassium window is β, and the SC from U is γ (Figure 4a). 

Consequently, the concentrations of 
40

K, 
238

U and
 232

Th (CK, 

CU, and CTh) are expressed as follows: 

The concentration of potassium (CK) is calculated as: 

𝐶𝑘 = (𝑛𝐾 − 𝛽𝑛𝑇ℎ − 𝛾(𝑛𝑈 − 𝛼𝑛𝑇ℎ))/𝑆𝐾     (6) 

The concentration of uranium (CU) is determined by: 

𝐶𝑈 = (𝑛𝑈 − 𝛼𝑛𝑇ℎ)/𝑆𝑈            (7) 

And the concentration of thorium (CTh) is: 

𝐶𝑇ℎ = 𝑛𝑇ℎ/𝑆𝑇ℎ               (8) 

where nK, nU, and nTh are the net counts in the K, U, and Th 

windows, respectively, corrected for the detector and cosmic 

ray background. SK, SU, and STh are the sensitivity coeffi-
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cients for K, U, and Th, respectively. 

In the case of the NaI detector, its inadequate resolution 

means that part of the potassium peak count also influences 

the uranium and thorium window counts on the high energy 

side. Strictly speaking, this effect should be addressed with 

inverse stripping coefficients a, b, and g, but it is typically 

disregarded [10]. Since the interaction of gamma rays with 

each detector varies even for identical concentrations of radi-

oactive elements, the stripping coefficient must be calibrated 

using a standard radiation source for each specific detector [4]. 

3.5.4. FULL-Spectrum Analysis 

In this technique, the (almost) full energy spectrum is con-

sidered, and the measured spectrum (N) is described as the 

sum of the standard spectra (Sk) multiplied by the activity 

concentrations (Ck) for the individual radionuclides, plus a 

background spectrum (B) [39]: 

𝑁(𝑖) = ∑ 𝐶𝑘𝑆𝑘(𝑖) + 𝐵(𝑖)4
𝑘=1           (9) 

where N(i) are the counts in channel (i), Ck are the concen-

trations of element (k), Sk(i) are the associated counts to the 

fundamental spectrum of element (k) in channel (i), and B(i) 

are the counts in channel (i) due to the intrinsic background. 

The index k stands for 
40

K, 
232

Th, 
238

U, and 
137

Cs. A standard 

spectrum represents the response of the detector in a given 

geometry to an activity concentration of 1 Bq/kg for a given 

radionuclide. 
40

K is given in percent weight, while equivalent 

uranium (eU) and equivalent thorium (eTh) are given in ppm 

[39]. 

If, for a particular geometry, the standard spectra Sk and 

the background spectrum B(i) are known, the measured 

spectrum N(i) can be analyzed with the standard spectra by a 

procedure that identifies the optimal Ck values and minimiz-

es χ
2
 as per the following equation: 

𝜒2 =
1

𝑛−5
∑ [𝑁(𝑖) − ∑ 𝐶𝑘𝑆𝐾(𝑖) − 𝐵(𝑖)4

𝑘=1 ]2𝑛
𝑖=1 𝑁(𝑖)⁄  (10) 

where N(i) is considered as Poisson distributed and n is the 

number of channels in the spectrum utilized in the analysis 

[39]. 

The standard spectra for the individual radionuclides, S, 

are determined from measurements of samples with 

well-known activity concentrations. Because the samples 

will contain trace elements of more than one radionuclide, 

their combined concentrations constitute the activity concen-

tration matrix, N. The calibration spectra, C, are measured 

for each calibration sample. The standard spectra S are then 

derived from the matrix equation [N]=[C]×[S] and are cal-

culated by inverting the concentration matrix M in 

[S]=[C]
−1

×[N]. The FSA calibration method also generates a 

unique background B that can be compared with a spectrum 

acquired with the detector inside a thick lead shielding [39]. 

The FAS calibration method by Caciolli et al. [39] utilizes 

a site characterized by one of the natural radionuclides in the 

field, as opposed to the conventional concrete pad method. 

Given the near impossibility of selecting sites with only a 

single nuclide, calibration is conducted at eight sites featur-

ing unbalanced nuclide concentrations in the field. The crite-

ria for site selection are as follows: 

A relatively uniform distribution of radionuclides in secu-

lar equilibrium with their decay products. 

A flat area without steps, sufficiently large to be consid-

ered an infinite source (maximum radius 10 m). 

An undisturbed area, ensuring a relatively constant vertical 

distribution of 
137

Cs. 

A relatively uniform soil moisture content and vegetation 

coverage. 

The concentrations of the four nuclides at each site were 

analyzed via gamma-ray spectrometry in the laboratory, with 

samples collected from 5 to 12 random locations within a 10 

m radius around the detector. Utilizing this calibration data, 

the concentration error in the verification test was found to 

be 5% for 
40

K, 7% for 
232

Th, and 15% for 
238

U [39]. 

3.5.5. Gamma-Ray Diagnostics for Nuclear Plasma 

The D-T fusion reactions may be direct (one-step) reac-

tions such as [38]; 

d + t → γ + 5He              (11) 

The energies of the gamma rays are determined by the 

simultaneous requirement of energy and momentum conser-

vation during the reactions. For the generic reaction [38]: 

M1 + M2 → M3 + γ            (12) 

E γ = E0 + Q (1 – Q/(2 M3)) (1 + 2 (vCM /c) Cos (θ)) (13) 

where, M is the rest energies of the masses. Q is the energy 

of the mass residuals of a substance; Q = M1 + M2-M3. E0 is 

the sum of the center of mass kinetic energies of the reac-

tants; E0 = E1 + E2. vCM is the speed of the center of mass of 

the reactants relative to the observer. θ is the angle of the 

gamma ray in the coordinate system of the observer relative 

to the direction of the center of mass motion of the initial 

reactants [38]. 

Evidence of fusion is observed by detecting 5.5 MeV 

gamma rays from the reaction D (p, γ)
 3
He. The energies of 

the observed gamma rays will thus be in an approximately 

symmetric distribution with the centroid of the distribution 

at: 

Eγ = Q (1 – Q/(2M3)) + EG         (14) 

Figure 9 shows the peak of 5.5 MeV gamma rays emitted 

from the capture reaction D (p, γ)
 3

He and the simulation 

spectrum by the program GAMMOD. 5.5 MeV gamma rays 

confirm that protons were generated in the plasma. The fig-

ure not only displays the gamma peak of the capture reaction 
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but also the gamma peak of the 
12

C (d, pγ) 
13

C reaction. Ac-

cording to GAMMOD, the effective tail temperatures of hy-

drogen minority ions and deuterium are 0.20 ± 0.05 MeV 

and 0.1 MeV, respectively [16]. 

 
Figure 9. Gamma-ray spectrum measured during JET discharge 

with ICRF heating in deuterium JET plasma. The spectrum calcu-

lated by means of the program GAMMOD (dashed line) [38]. 

4. Partial Least Squares Regression 

Analysis 

Section 3.5.2 describes the chemometric method whereby 

the γ-ray spectrum is projected onto a hyperspace and noise 

is reduced through principal component analysis. Within 

chemometrics, both principal component analysis and the 

partial least squares method are employed as standard tech-

niques. For noise reduction, the spectrum X was decomposed 

into principal components, the noise component was isolated, 

and the spectrum was reconstructed excluding the noise 

component. 

The standard principal component regression (PCR) ap-

proach analyzes the principal components of X and isolates 

those that encapsulate the correlated variables. However, as 

the principal components of X lack the information of Y, 

the outcomes of the PCR may not always yield significant 

insights. Conversely, the partial least squares method (PLS) 

decomposes X into components that incorporate infor-

mation about Y, facilitating a more informed regression 

analysis. 

Partial least squares regression (PLSR) is a modeling 

technique developed in the field of econometrics by Wold et 

al. [53]. It is particularly effective when dealing with a large 

number of explanatory variables, such as the spectral data 

from a machine analyzer, or when there is multicollinearity 

among the explanatory variables. Rossel et al. [2] were the 

first to apply PLSR to gamma-ray spectrometry for predict-

ing soil texture. This document presents application exam-

ples of gamma-ray spectrometry using PLSR by Rossel et al. 

[2] and Kassim et al. [26]. Additionally, it outlines the pro-

cedure for implementing PLSR using the ‗pls‘ package in R. 

For an in-depth understanding of the mathematical principles 

of PLSR, please refer to the manual [54]. 

Rossel et al. [2] utilized the chemometrics software 

ParLeS v2.1 for spectral preprocessing, PCA analysis, PLSR 

modeling, and prediction. The analysis results are displayed 

in the spectra of the correlation coefficient for each of the 

256 channels. Clay content spectra at soil depths of 1-15 cm 

exhibited a strong positive correlation at 1,420 keV: K and 

2,700 keV: Th. The correlation between the measured and 

predicted values was (R
2
 = 0.77). Conversely, the spectra of 

sand content at soil depths of 15-50 cm demonstrated a weak 

negative correlation at 1,420 keV and 2,700 keV. The corre-

lation between the measured and predicted values was (R
2
 = 

0.79). 

 
Figure 10. Scatter plot of laboratory-measured available potassium (Ka) (mg 100 g−1) and predicted Ka by the third-order polynomial func-

tion (3DPF) (a) and partial least squares regression (PLSR) analysis and regression coefficients plots (c) [26]. 

Kassim et al. [26] applied two regression analysis methods to predict the potassium (Ka) available to plants in soil: (1) 
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40
K by window analysis of γ-ray spectra and Ka analyzed in 

the laboratory. Nonlinear polynomial regression of (2) Partial 

least squares regression (PLSR) of full spectrum and labora-

tory analysis K. R‘s ―prospectr‖ package [54] was used for 

preprocessing of the gamma-ray spectrum. The R ―pls‖ 

package [53] was used to build the PLSR regression model. 

Figure 10 shows the comparative results of the nonlinear 

polynomial regression model and the PLSR regression model. 

In the nonlinear polynomial regression model, the cubic 

polynomial model showed the highest (R
2
 = 0.69). The op-

timal model for PLSR showed (R
2
 = 0.85). The largest posi-

tive peak of PLSR‘s Regression coefficients plots indicates 

that the 1,420 keV (
40

K) band contributes most to the PLSR 

prediction. The second largest positive correlation peak is 

associated with the 
232

Th band at 2,700 keV. They consid-

ered why the PLSR prediction (R
2
) was higher than the non-

linear polynomials; (
40

K) was affected by the non-uniform 

pH of the soil. On the other hand, PLSR did not use (
40

K) as 

a predictor, so the effect of pH was small. 

PLSR can be executed using the ‗pls‘ package. This sec-

tion outlines the PLSR implementation method as described 

in the manual by Mevik and Wehrens [53]. The dataset used 

is the ‗gasoline‘ dataset included in the ‗pls‘ package. For a 

comprehensive understanding of the PLSR principles, refer 

to the manual [53]. 

The manual [53] outlines the procedure for PLSR regres-

sion of octane price and gasoline near-infrared spectroscopic 

data. One spectrum consists of measurement points of ab-

sorbance-log(1/R) at 401 points at wavelength intervals of 2 

nm from 900 nm to 1700 nm. The number of spectra is 60. 

Figure 11 displays 60 overlapping spectra. Each spectrum 

corresponds to an octane price. 

 
Figure 11. Gasoline NIR spectra [37]. 

Initially, the 60 spectra are partitioned into two sets: 50 

spectra for constructing the model and 10 spectra for validat-

ing the model. The code for this division in R is as follows: 

> gasTrain <- gasoline[1:50,] 

> gasTest <- gasoline[51:60,] 

For PLSR modeling, the plsr function is utilized with the 

training data gasTrain. The corresponding R code is: 

> gas1 <- plsr(octane ~ NIR, ncomp = 10, data = gasTrain, 

validation = "LOO") 

During the model fitting process, the spectrum is divided 

into 10 components, and leave-one-out (LOO) 

cross-validation is conducted for predictions. The variable 

gas1 examines the relationships involving up to 10 compo-

nents. The relationship between the number of components 

and the prediction error (RMSEP: Root Mean Square Error 

of Prediction) is illustrated using the following R code: 

> plot(RMSEP(gas1), legendpos = "topright") 

The graph, denoted as Figure 12, suggests that two princi-

pal components are almost sufficient to predict octane ratings, 

achieving a Root Mean Square Error of Prediction (RMSEP) 

of 0.2966 when utilizing two components. 

 
Figure 12. Cross-validated RMSEP curves for the gasoline data 

[37]. 

The numbers in parentheses following the component la-

bels represent the proportion of X‘s variance that each com-

ponent explains. The explained variances can be explicitly 

extracted as follows: 

> explvar(gas1) 

Comp 1 Comp 2 Comp 3 Comp 4 Comp 5 Comp 6 Comp 

7 Comp 8 Comp 9 Comp 10 

78.1708 7.4122 7.8242 2.6578 0.8768 0.9466 0.4922 

0.4723 0.1688 0.1694 

 
Figure 13. Cross-validated predictions for the gasoline data [53]. 
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Once the optimal number of components has been estab-

lished, the correlation between the predicted and measured 

values for those components can be assessed (Figure 13). 

The R code to generate this plot is: 

The loading plots of Kassim et al. [26], which represent 

the regression coefficients, can be generated as shown in 

Figure 14. 

> plot(gas1, "loadings", comps = 1:2, legendpos = "top-

left", labels = "numbers", xlab = "nm") 

 
Figure 14. Loading plot for the gasoline data [53]. 

5. Conclusions 

The IAEA initiated studies in the 1970s to standardize this 

method. This endeavor culminated in 2003 with the IAEA‘s 

issuance of a comprehensive guideline, which incorporated 

γ-ray spectrometry theory to broaden the application of GRS 

to environmental surveys beyond geological assessments [4]. 

Gamma-ray spectrometry has evolved into a sophisticated 

measurement technique, equipped with refined instruments 

and uniform analytical procedures. This paper presents a 

review of the progress in gamma-ray spectrometry spectral 

analysis since the year 2000. 

Traditionally, the gamma-ray spectrum has been depicted as 

a two-dimensional graph with energy on the horizontal axis 

and counts on the vertical axis. The introduction of NASVD 

and MNF methods around 2000 necessitated a shift in this 

perspective. By conducting principal component analysis of 

the gamma-ray spectrum in multidimensional space, these 

methods have unveiled new spectra, such as those representing 

the ground and sky, while also enabling the elimination of 

noise components from the gamma-ray spectrum [6]. Rossel, 

et al. [2] and Kassim et al. [26] employed a PLSR regression 

model to analyze the multidimensional γ-ray spectra, revealing 

regression spectra indicative of soil texture and plant-available 

potassium, respectively. The regression coefficient plots from 

the PLSR model have yielded novel spectral images. This 

model paves the way for future GRS research by expanding 

the range of objectives and covariates. Furthermore, advance-

ments in spectrum analysis are anticipated, particularly 

through the application of machine learning models. 

Naturally occurring gamma-ray spectra typically exhibit 

energies ranging from 0.04 to 3 MeV. Observations within 

fusion reactors capture energies up to 20 MeV. Gamma-ray 

spectra naturally occurring above 3 MeV are predominantly 

measured for cosmic ray background (BG) processing; 

however, these spectra could yield valuable insights when 

applied to novel statistical analysis techniques. 

Field gamma-ray spectrometry, particularly AGRS, neces-

sitates accurate terrain correction. To date, an effective cor-

rection technique has not been established. Minty and Brodie 

[43] suggest a three-dimensional (3D) inverse analysis 

method to adjust for the topographical influences on AGRS. 

This approach takes into account the detector‘s directional 

sensitivity, movement speed, and 3D topographical data 

within the detector‘s field of view to transpose the concen-

tration of surface elements onto a regular grid. Although this 

method is not yet widely adopted, it is anticipated to become 

a prevalent technique in future applications. 

The full-spectral analysis method, developed in the early 

2000s [37], revealed the potential to extract a variety of infor-

mation beyond the previously considered window nuclides. 

Caciolli et al. [39] introduced an advanced full-spectrum analy-

sis employing Non-Negative Least Squares (NNLS) and energy 

calibration adjustments. Their calibration approach, which as-

sesses different concentration areas, demonstrated that calibra-

tion is feasible even in the absence of a calibration pad. The 

strength of this technique lies in its ability to analyze data with-

out requiring any prior information. It is anticipated to evolve 

into a robust method for spectrum analysis in the future. 
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PCA: Principal Component Analysis 
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