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Abstract 

Maximum efficient rate (MER) and erosional velocity are known to be vital concepts in oil and gas production, and producing a 

well at a maximum efficient rate remains a critical concern to the oil and gas operators, the production engineer and the regulator. 

Well testing and equilibrium concept are commonly used by oil and gas players to determine the MER of a well. However, little 

adjustment of the plot axes of the production rate, choke size and tubing head pressure can affect the accuracy of the MER 

determination. Additionally, there are no known generalized correlations to compare results with that of the MER tests. 

Furthermore, oil regulatory bodies in Nigeria have no known published models for estimating the technical allowable rate, unlike 

other regulatory bodies in other countries. This work therefore presents the outcomes of the formulation of MER and the 

improved erosional velocity-based correlations for vertical oil wells, using MER test data from the Niger Delta region of Nigeria. 

Multiple linear regression (MLR) and probabilistic modeling approaches were considered. The predicted normalized MER 

results compared favorably well with the MER test data, with an absolute average error of 7.62%. For the case examples, 

de-normalization of the predicted MER results increases the absolute average error. Among the predicted P10, P50 and P90 MER 

results, the predicted P10 results are the nearest to the MER test results. Improvement in the predicted probabilistic results 

depends on the mean value of the predicted normalized MER considered. The combination of the MER model and the improved 

erosional velocity-based correlation can be a useful tool for MER test results verification and determination, and in overall for 

optimization of oil wells. 
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1. Introduction 

Many production challenges such as; early water/gas co-

ning and breakthrough, and erosion-corrosion, can emanate 

from a higher production rate. Even at sand free or clean 

services, where sand production rate is as low as a few pounds 

per day, erosion damage could be very severe at high pro-

duction rate [1]. In "clean service," the wear, that is; the ma-

terial wastage associated with erosion, is primarily governed 

by flow velocity, mixture density and two-phase flow regimes 

[2, 3]. 

Oil and gas operators apply different methods to limit ero-

sion-corrosion of mild steel lines and equipment during the 

production of hydrocarbons from underground reservoirs. 

One of the frequently used methods is limiting the flow ve-

locity to a so-called “erosional velocity,” under which it is 

assumed that no erosion corrosion would occur [4]. Erosional 

velocity greatly influences tubing sizing in the design stage; 

oversizing of tubing unnecessarily increases construction 

costs whilst underestimating the required size of tubular can 

lead to catastrophic erosion/corrosion failures [5]. 

Owing to the controversies surrounding the formulation 

basis and sometimes the non-realistic 𝐶-values of the API RP 

14E [6] equation, Equation (1), as reported in many published 

reports, Livinus and SeyeneOfon [7] recently developed new 

erosional velocity models that incorporate the approximate 

quantifiable effects of both tubing head pressure and tubing 

size, as presented in Equation (2). Equation (2) was based on 

the results of numerous production performance simulations 

using NODAL analysis approach. 

𝑉𝑒 =
𝐶

√𝜌𝑚
                  (1) 

𝑉𝑒 =
−0.03076𝑇𝐻𝑃+3081.81𝐼𝐷

√𝜌𝑚
           (2) 

where 𝑉𝑒  is fluid erosional velocity, ft/s; 𝐶 (100 for contin-

uous service, 125 for intermittent service for both solid-free 

flowing fluid, and reduced value if solid particles are present) 

is an empirical constant; 𝜌𝑚 is gas/liquid mixture density at 

flowing pressure and temperature, lb/ft3; THP is tubing head 

pressures, psig; and ID is the tubing internal diameter, ft. 

Production well testing through a test separator is by far the 

most common practice to measure flow rates [8]. The maxi-

mum efficient rate (MER) is known to be a vital concept in oil 

and gas production that helps to achieve a critical balance 

between maximizing production and preserving reservoir 

integrity, ensuring that oil and gas resources are produced in a 

sustainable and environmentally responsible manner. It can be 

seen as the maximum daily rate at which oil and gas can be 

produced for a long period of time without adversely affecting 

the practical ultimate recovery from the existing development 

strategy of a reservoir, as defined by Savage et al. [9], Bruce 

[10], and Gallun [11]. Water free oil production rate from 

water drive oil reservoirs requires the determination of critical 

oil rate. Over the years, various critical oil rate models, such 

as; the models of Meyer and Garder [12]; Chierici et al. [13]; 

Høyland et al. [14]; Menouar and Hakim [15]; Zhang et al. 

[16]; Tabatabaei et al. [17]) developed from theoretical and 

empirical means predict an uneconomical production rate. 

Obe et al. [18] reported empirical technique that enables es-

timation of a critical choke size, and corresponding produc-

tion rates beyond which there is a high risk of early water 

breakthrough. The method involves the plot of the log of the 

average of well test rates at various choke settings. Aleruchi et 

al. [19] used MER test to resolve early time well performance 

rate, with a cased study of Field X in the Niger Delta. He 

pointed out that the MER obtained may cone water depending 

on the standoff of the perforated interval from the oil-water 

contact. 

Equilibrium concepts are also used by oil players in the 

Niger Delta, where plots of THP versus Rate and Choke size 

versus Rate are generated on the same graph and the point of 

intersection of the curves is considered the stable equilibrium 

and the corresponding rate, the MER. This is done after pro-

ducing wells have been tested on at least three to four con-

secutive choke sizes of equal spacing during which the rates, 

pressures (wellhead and sometimes bottom-hole) and other 

production parameters are measured. Further bean up is 

stopped, if sand limit greater than 0.5% is produced and es-

timated drawdown exceeds 300 psi. Unfortunately, slight 

adjustment of the scaling of the vertical axis on the analysis 

plot gives different value of MER, which has been reported by 

Sukubo and Obi [20]. Georgeson et al. [21] presented the 

Least Square formulation approach to analyze MER test re-

sults for non-pool wells to address the scale error problem. 

Unfortunately, the approach is a conversion of the graphical 

representation into a mathematical expression. 

Furthermore, there are no known correlations to compare 

results with that of the MER tests. Likewise, regulatory bodies 

in Nigeria have no known models for estimating the technical 

allowable rate, unlike other regulatory bodies in other coun-

tries. For instance, the government of Saskatchewan [22] put 

forward Equation (3) for the calculation of the maximum 

permissible rate of production for non-horizontal wells 

(𝑀𝑃𝑅). 

𝑀𝑃𝑅 = 0.5𝐹𝐴 ∗ 𝐹𝐻 ∗ 𝐹∅ ∗ 𝐹𝑠𝑤 ∗ 𝐹1/𝐵𝑜𝑖       (3) 

where, 𝐹𝐴 is the area factor, which is equal to the drainage 

unit expressed in legal subdivisions (LSDs) multiplied by 

1.0188; 𝐹𝐻  is the thickness factor, and it is equal to the 

thickness of the pay expressed in metres to the nearest one 

tenth of a metre; 𝐹∅ is the porosity factor, which is equal to 

the average porosity of the pay used to calculate 𝐹𝐻, above, 

expressed in percent (%) and divided by 10; FSw is the in-

terstitial water factor, which is equal to 1 minus the average 

interstitial water content of the pay used in 𝐹𝐻, above, ex-
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pressed as a decimal, divided by (1-0.25); and 𝐹1/𝐵𝑜𝑖  is the 

shrinkage factor, which is equal to the change in volume of oil 

from reservoir conditions to stock tank conditions, expressed 

as a decimal, divided by 0.75. 

While for horizontal well, it is equal to the block 𝑀𝑃𝑅 

multiplied by the recovery multiplier (𝑅𝑀). The 𝑅𝑀 factor–

which cannot exceed 2.0–is derived from the Equation (4): 

𝑅𝑀 = 1 + (𝐿 − 100)/500             (4) 

where, 𝐿 is the length in metres of the productive portion of 

the horizontal wellbore of a horizontal well, or the sum of the 

productive horizontal wellbores of the horizontal well. 

This work therefore uses data of MER tests from vertical oil 

wells in the Niger Delta to develop MER model, which when 

combined with the improved erosional velocity-based model, 

can be useful tools for MER test results verification and de-

termination, and in overall for optimization of oil wells. 

2. Gathered MER Test Data 

As earlier mentioned, oil players in the Niger Delta use 

equilibrium concepts to determine MER, where plots of THP 

versus production rate and choke size versus rate are generated 

on the same graph and the point of intersection of the curves is 

considered the stable equilibrium and the corresponding rate, 

the MER. This is done after producing wells have been tested 

on at least three to four consecutive choke sizes of equal spac-

ing during which the rates, pressures (wellhead and sometimes 

bottom-hole) and other production parameters are measured. 

Table 1 presents summary of range of MER test data collected 

from reports of some oil companies in Nigeria. The wells are 

mostly vertical and naturally flowing. 

Table 1. Summary of the gathered MER test data. 

Well type, geometry, artificial 

lift and strings 

Tubing size 

(inch) 

Tubing head 

pressure (psig) 

Choke size (64th 

of an inch) 
MER GOR Oil API BSW (%) 

Natural flowing and Gas Lift 2.375 - 4.5 108 - 3721 101 - 64 101 - 1850 57 - 27279 13.48 - 55.37 0.10 - 84 

 

3. MER Model Formulations 

3.1. Multiple Linear Regression (MLR) 

Multiple linear regression (MLR) is the statistical approach 

considered for the model development in this work. The 

general multiple regression equation presented by Mustafar 

and Razali [23] is expressed in Equation (5). 

𝑦𝑖 =  𝛽𝑜 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑝𝑥𝑖𝑝         (5) 

where, 𝑖 = 𝑛  observations; 𝑦𝑖  is the dependent variable 

(predicted value); 𝑥𝑖 , the input variables; 𝛽𝑜 , the intercept 

constant; 𝛽𝑝, the slope coefficients for each input variable. 

Multiple regression analysis gives more meaningful out-

comes, if the dataset used are accurate [24]. Therefore, the 

multiple linear regression tool available in Microsoft Excel 

package was used for the development of the MER model, 

using the MER test dataset collected from reports of some oil 

companies in Nigeria. Based on the knowledge of the pa-

rameters used in existing theoretical choke models (see, 

[25-27]) and the importance of other parameters in some 

published empirical choke models (see, [28-32]), five (5) 

input variables were considered, namely: choke size (64th of 

an inch), tubing head pressure, 𝑇𝐻𝑃, psig; gas-oil ratio, 𝐺𝑂𝑅, 

scf/stb; basic sediment and water, 𝐵𝑆𝑊 ,%; and tubing in-

ternal diameter, 𝐼𝐷, ft. 

The input and output dataset were scaled using logarithmic 

function to prevent numerical instability and improve the 

fitting performance. Afterwards, the dataset was partitioned 

into test size of 30% and training data of 70% for the multi-

linear regression process. The regression statistics show very 

good fitting performance, with values of 0.996, 0.991, 0.977 

and 0.249 for the multiple R, R-squared, adjusted R-squared 

and standard error, respectively. 

From the multiple linear regression process, the expres-

sions for estimating MER are given in Equations (6) and (7). 

𝑋 =  𝑏1𝐿𝑜𝑔(𝐵𝑒𝑎𝑛) + 𝑏2𝐿𝑜𝑔(𝑇𝐻𝑃) + 𝑏3𝐿𝑜𝑔(𝐺𝑂𝑅) + 𝑏4𝐿𝑜𝑔(𝐵𝑆𝑊) + 𝑏5𝐿𝑜𝑔(𝐼𝐷)              (6) 

𝑀𝐸𝑅𝑀𝐿𝑅 = 10𝑋                                           (7) 

where, 𝑏1 through 𝑏5 denote the coefficients associated with the input variables (𝐵𝑒𝑎𝑛, 𝑇𝐻𝑃, 𝐺𝑂𝑅, 𝐵𝑆𝑊, 𝐼𝐷). Thus, the coef-

ficients of the developed model are presented in Table 2. 
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Table 2. Coefficients of the developed MLR model. 

𝒃𝟏  𝒃𝟐  𝒃𝟑  𝒃𝟒  𝒃𝟓  

-0.012230978 0.410467617 0.317466263 -0.00452942 -0.92030048 

Figure 1 shows the relationship between the percentage error and the predicted MER data. The percentage error bandwidth 

falls in the range of +24% and -15%, with an absolute average error of 7.62%. 

 
Figure 1. Percentage error and the predicted log10 (MER) data. 

MER test data results from ten (10) wells were verified 

using Equations (6) and (7); the discrepancies of the predicted 

MER results from the well test values are quite high for more 

than eight (8) wells, as can be seen in Table 3. The percentage 

errors range from -103% to 53%; these error bandwidths are 

far away from the absolute average relative error of 7.62%, 

obtained from the multiple linear regression analysis; the error 

escalated from the de-normalization of the logarithmic func-

tion of 𝑋 in Equation (7). To address this issue, probabilistic 

modeling approach was conceived. 

Table 3. Comparison of predicted and test MER results. 

WELL MER, bopd MER, bopd (Equations (6) & (7)) % ERROR 

1 210 428 -103.81 

2 290 461 -58.9655 

3 180 320 -77.7778 

4 370 319 13.78378 

5 464 484 -4.31034 

6 224.8 294 -30.7829 

7 450 212 52.83648 

8 188.5 248 -31.565 

9 421 243 42.21165 

10 536 297 44.58955 
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3.2. Probabilistic Modeling 

Probabilistic model is a mathematical model that uses 

probability theory to make predictions about uncertain events. 

There are many different probabilistic models such as Bayes’ 

theorem, Gaussian distribution, logistic regression, probabil-

ity density function e.t.c., and the specific expressions to be 

used depend on the model and the problem to be solved. De-

tails of several important common continuous univariate 

probabilistic models are often used in real life applications 

have been presented by Christensen [33], Wackerly et al. [34], 

and Nevzorov et al. [35]. In this work, the probability density 

function (PDF) has been considered, likewise the cumulative 

distribution function (CDF). 

The predicted MER in logarithmic form to the base of 10, 

denoted as 𝑋 in Equation (6), resulted in an absolute average 

relative of 6% when compared to the MER well test results 

(also in logarithmic form) obtained from the multiple linear 

regression analysis performed. 

Therefore, the continuous random variable, 𝑋 , has a 

probability density function 𝑓(𝑥) which is integrated to find 

the probability that 𝑋 falls in any interval: 

𝑃(𝑏 < 𝑋 < 𝑐) = ∫ 𝑓(𝑥)𝑑𝑥
(𝑋+(𝑋∗𝑎)

(𝑋−(𝑋∗𝑎)
         (8) 

where, 𝑋 ~ 𝑛𝑜𝑟𝑚𝑎𝑙(𝜇, 𝜎), 𝑋 (obtained from Equation (6)) 

is a normal random variable with mean, 𝜇, and standard de-

viation, 𝜎. 𝑎 is considered to be 0.0762, being the absolute 

average relative error obtained from the multiple linear re-

gression analysis performed. 

𝑏 = 𝑋 − (𝑋 ∗ 𝑎)                 (9) 

𝑐 = (𝑋 + (𝑋 ∗ 𝑎)                (10) 

The probability density function of 𝑋  is presented in 

Equation (11): 

𝑃(𝑏 < 𝑋 < 𝑐) = ∫
1

√2𝜋𝜎2
𝑒−(𝑥−𝜇)2/2𝜎2

𝑑𝑥
𝑐

𝑏      (11) 

Assuming the 𝑥-samples are; (𝑋 - (𝑋 * 𝑎)), 𝑋, and (𝑋 + 

(𝑋 * 𝑎)), the mean, 𝜇, and the standard deviation, 𝜎, can 

roughly be estimated by Equations (12) and (13), respectively. 

𝜇 =
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1                  (12) 

𝜎 = √(
1

𝑛−1
∑ (𝑥𝑖 − 𝑥)2)𝑛

𝑖=1             (13) 

More number of 𝑥 -samples of 𝑋  could be generated 

within the upper limit and the lower limit regions and the 

mean, 𝜇, and the standard deviation, 𝜎, computed. 

The cumulative distribution function, 𝐹(𝑥), gives to each 

real value of 𝑥 the probability of 𝑋 having values less than 

or equal to 𝑥, that is, 

𝐹(𝑥) = Pr(𝑋 ≤ 𝑥) = ∫ 𝑓(𝑡)𝑑𝑡
𝑥

−∞
,        (14) 

Which implies that; 

𝑓(𝑥) =
𝑑𝐹(𝑥)

𝑑𝑥
                (15) 

Therefore, the probability that the random variable, 𝑋, (the 

predicted MER in logarithmic form to the base of 10) takes 

values in the interval (𝑏, 𝑐], with 𝑏 ≤ 𝑐, is given by; 

Pr(𝑏 < 𝑋 ≤ 𝑐) = ∫ 𝑓(𝑥)𝑑𝑥 = 𝐹(𝑏) − 𝐹(𝑐)
𝑐

𝑏
    (16) 

Finally, the 𝑝𝑡ℎ percentile of the random variable 𝑋 is the 

value 𝑥𝑝 that separates the smallest 𝑝% of 𝑋′𝑠 values from 

the largest (100 − 𝑝)%. Probabilistically, 

P(𝑋 ≤ 𝑥𝑝) = 𝑝/100            (17) 

In this work, we considered the 10th, 50th and 90th percen-

tiles as the probabilistic results for the predicted 𝑋, MER in 

logarithmic form to the base of 10, before the application 

Equation (6) to calculate the final MER results. 

The MER test data of the ten (10) wells reported in Table 3 

were predicted by applying the probabilistic approach, with 

the generation of 100 𝑥-samples, within the range of (𝑋 - (𝑋 

* 𝑎)) and (𝑋 + (𝑋 * 𝑎)), and the mean, 𝜇, and the standard 

deviation, 𝜎 , computed. MATLAB® was used to perform 

normal distributions of the PDF and the CDF results, and 

crude MATLAB codes were written to perform the calcula-

tions. Figure 2(a, b) show the graphs of the PDF and CDF for 

two of the wells studied. 

Table 4 gives summary of all the 10th, 50th and 90th per-

centiles as the probabilistic results for the predicted 𝑋 for the 

wells. Equation (7) was then used to estimate the MER results. 

The predicted P10 MER results have an error bandwidth of 

-54% to 55.73%, while the predicted P50 MER results show 

an error range of -42.28% to 103.79%. The predicted P90 

MER results also show high discrepancies with an error range 

of -39.86% to 168.65%. The predicted P10 results are there-

fore nearer to the MER test results. In general, there was no 

significant improvement in the predicted MER, considering 

the P10, P50 and P90 percentiles of the predicted 𝑋. This is 

majorly as a result of taking the predicted 𝑋, as the mean of 

the random variables. 

 

http://www.sciencepg.com/journal/pse


Petroleum Science and Engineering http://www.sciencepg.com/journal/pse 

 

18 

  
          (a) PDF and CFD, with P10-P50-P90, for WELL 1               (b) PDF and CFD, with P10-P50-P90, for WELL 2 

Figure 2. PDFs and CDFs, with P10, P50, P90, for WELL1 and WELL 2. 

Table 4. Comparison of predicted and test MER results for different percentiles of the calculated 𝑋. 

WELL 
MER (bopd) 

(Test data) 

Calculated X, 

log10 (MER) 

MER 

(P10) 

MER 

(P50) 

MER 

(P90) 

MER (bopd) 

(Equations (4) & 

(5)) 

% ERROR 

(P10) 

% ERROR 

(P50) 

% ERROR 

(P90) 

1 210 2.6314 327.0393 427.9569 564.157 428 55.73 103.79 168.65 

2 290 2.6637 351.0751 460.999 609.8177 461 21.06 58.97 110.28 

3 180 2.5051 247.6852 319.9632 416.198 320 37.60 77.76 131.22 

4 370 2.5038 246.9449 319.0068 414.954 319 -33.26 -13.78 12.15 

5 464 2.6848 367.7901 483.9494 641.5049 484 -20.73 4.30 38.26 

6 224.8 2.4683 228.1918 293.968 380.9781 294 1.51 30.77 69.47 

7 450 2.3263 167.1091 211.9825 270.645 212 -62.86 -52.89 -39.86 

8 188.5 2.3944 194.1333 247.9705 318.86 248 2.99 31.55 69.16 

9 421 2.3856 190.4145 242.9965 312.1764 243 -54.77 -42.28 -25.85 

10 536 2.4727 327.0393 427.9569 564.157 297 55.73 103.79 168.65 

 

4. Improving the Erosional 

Velocity-Based Model Using MER Test 

Data 

As earlier mentioned, the maximum efficient rate (MER) 

helps operators to achieve a critical balance between max-

imizing production and preserving reservoir integrity, ensur-

ing that oil and gas resources are produced in a sustainable 

and environmentally responsible manner. Owing to the fact 

that oil and gas operators apply different methods to limit 

erosion-corrosion of mild steel lines and equipment during the 

production of hydrocarbons from underground reservoirs and 

couple with the fact various theories surrounding the formu-

lation basis and sometimes the non-realistic 𝐶-values of the 

API RP 14E equation, given in Eq. (1), have been reported in 

many published reports, the idea of using MER test data to 

improve the robust erosional velocity model developed by 

Livinus and SeyeneOfon [7] from simulation data becomes 

expedient. To emphasize more, many studies have shown that 

various 𝐶-values have been adopted based on field and la-

boratory experiences. For instance, 𝐶-factors in the range of 

145-195 could be considered for wells at their initial stage of 

completion [36, 37]. Castle and Teng [38] reported opera-

tional velocity up to three times the calculated value from the 
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API formula (3API) for various materials. Erichsen [39] and 

Salama [40] have reported a C-value of 726 for gas conden-

sate wells and C-values above 300 for water injection wells, 

respectively. 

The Multiple regression analysis was performed on the 

MER test data, after normalization, using regression tool 

available in Microsoft Excel package. The regression statis-

tics show good fitting performance, with values of 0.878, 

0.771, 0.753 and 0.322 for the multiple R, R-squared, adjusted 

R-squared and standard error, respectively. 

The improved erosional velocity-based model for vertical 

oil wells in the Niger Delta is therefore presented in Equation 

(18); 

𝑉𝑒 =
𝑇𝐻𝑃−0.069𝐼𝐷−1.24

√𝜌𝑜𝑖𝑙
             (18) 

Comparing Equation (18) to Equation (1) shows that the 

𝐶-values of the classical API RP 14E equation can be deter-

mined by Equation (19). This therefore will better represent 

vertical oil wells in the Niger Delta. 

𝐶 = 𝑇𝐻𝑃−0.069𝐼𝐷−1.24             (19) 

Equation (18), together with Equations (6) and (7), could be 

used in the optimization of an oil well, and to perform MER 

estimation without test data for vertical oil wells in the Niger 

Delta. Either the equilibrium concept used for MER test data 

analysis, where plots of THP versus production rate and choke 

size versus rate are generated on the same graph and the point 

of intersection of the curves is considered the stable equilib-

rium and the corresponding rate, or the traditional iteration 

processes can be used for the MER estimation task. 

5. Conclusion 

The maximum efficient rate (MER) and erosional velocity 

are known to be vital concepts in oil and gas production that 

helps to achieve a critical balance between maximizing pro-

duction and preserving reservoir integrity, ensuring that oil 

and gas resources are produced in a sustainable and envi-

ronmentally responsible manner. This work used data of MER 

tests from vertical oil wells in the Niger Delta to develop 

MER model, and to improve an existing erosional velocity 

model. 

The multiple linear regression tool available in Microsoft 

Excel package was used for the development of the MER 

model, using the MER test dataset collected from reports of 

some oil companies in Nigeria. Based on the knowledge of the 

parameters in existing choke models and the importance of 

other parameters, five (5) input variables were considered, 

namely: choke size (64th of an inch), tubing head pressure 

(psig), gas-oil ratio (scf/stb), basic sediment and water (%), 

and tubing internal diameter (ft). The regression statistics 

showed very good fitting performance to the normalized MER 

data. The predicted normalized MER results compared fa-

vorably well with the MER test data, with an absolute average 

error of 7.62%. For the case examples, MER test data results 

from ten (10) wells were verified using Equations (6) and (7); 

the discrepancies of the predicted MER results from the well 

test values were quite high. The percentage errors range from 

-103% to 53%; these error bandwidths are far away from the 

absolute average relative error of 7.62%, obtained from the 

multiple linear regression analysis; the error escalated from 

the de-normalization of the logarithmic function of 𝑋. How-

ever, due to increase of discrepancies between the predicted 

and the test MER results, observed in the de-normalization 

MER values, probabilistic modeling approach was carried out; 

the probability density and the cumulative distribution func-

tions. Also, 10th, 50th and 90th percentiles were considered. For 

the case examples considered in the work, the predicted P10 

MER results have an error bandwidth of -54% to 55.73%, 

while the predicted P50 MER results show an error range of 

-42.28% to 103.79%. The predicted P90 MER results also 

show high discrepancies with an error range of -39.86% to 

168.65%. Improvement in the predicted probabilistic results 

depend on the mean value considered. 

Lastly, improved erosional velocity-based model for ver-

tical oil wells in the Niger Delta that could be used in the 

optimization of an oil well and to perform MER estimation 

without test data, either through the equilibrium concept or the 

traditional iteration processes, was developed. The combina-

tion of the MER model and the improved erosional veloci-

ty-based correlation can be a useful tool for MER test results 

verification and determination, and in overall for optimization 

of oil wells. 

Abbreviations 

MER Maximum Efficient Rate 

MLR Multiple Linear Regression 

API American Petroleum Institute 

THP Tubing Head Pressure 

𝐶  Empirical Constant in Erosional Velocity 

Model 

𝑉𝑒  Erosional Velocity 

ID Tubing Internal Diameter 

𝑀𝑃𝑅  Maximum Permissible Rate 

𝐹𝐴  Area Factor 

𝐹𝐻  Thickness Factor 

𝐹∅  Porosity Factor 

FSw Interstitial Water Factor 

𝑅𝑀  Recovery Multiplier 

𝐿  Length in Metres of the Productive Portion 

of the Horizontal Wellbore of a Horizontal 

Well 

𝐺𝑂𝑅  Gas-Oil Ratio 

𝐵𝑆𝑊  Basic Sediment & Water 

𝐵𝑒𝑎𝑛  Choke Size 

PDF Probability Density Function 
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CDF Cumulative Distribution Function 

MATLAB® Matrix Laboratory 

P10 10th Percentile 

P50 50th Percentile 

P90 90th Percentile 
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