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Abstract: In this paper, a no-reference objective quality assessment model is proposed for JPEG2000 coded images. It is 

well established that human visual system is very sensitive to edge information; consequently we believe that perceptual 

artifacts of any image are strongly dependent on local features such as edge and non-edge areas. Therefore edge and non-edge 

area based distortions are evaluated in this model. Performance of the model is evaluated by using the subjective experiment 

results of the LIVE Texas’s database. The performance is also compared with other existing methods and the result is 

inevitably sufficient.  

Keywords: JPEG2000, MOS, Edge, Zero-crossing, Segmentation 

1. Introduction 

People have been eager to understand how the human 

vision system responds to the visual world for a long time. 

Among many vision functions, comparison is a natural 

capability that everyone takes for granted. With this ability, 

people can notice the differences between two similar 

images. But teaching a computer to perceive the differences 

in a human manner is frustrating. There are several reasons 

that limited success has been achieved [1]. Storing image 

digitally has been practiced for many years. Digital images 

have opened the door to many applications previously 

unimaginable, as data, video, images and voice information 

may all be transmitted simultaneously. A link previously 

capable of transmitting only alphanumeric data now 

becomes capable of transmitting all the other media too, 

hence the name multimedia [2], [3]. The capacity to transmit 

multimedia data has brought with it requirements for 

real-time transmission, higher image quality, and all this 

over lower bandwidth links. Due to the advanced 

development of different image compression techniques and 

processing systems, there is a very big concern about the 

image quality levels both for users and providers in many 

application of image processing from compression to 

printing. Obviously, in these applications digital images 

suffer a wide variety of distortion and degradation of the 

perceptual quality of the images. As a result, developing a 

good objective image quality evaluation model is becoming 

a vital issue. The main goal of objective image quality 

metrics is to automatically estimate average user (viewer) 

opinion on a quality of image processed by the system. 

There are three types of methods that are used for objective 

image quality evaluation: full-reference (FR), 

reduced-reference (RR) and no-reference (NR). Few NR 

methods are proposed compared to FR methods. The most 

common objective quality evaluation metrics, Peak 

Signal-to-Noise Ratio (PSNR), Mean Squared Error (MSE), 

Root MSE and considering Human Visual System (HVS) 

characteristics are not reliable, and are in poor correlation 

with the perceptual measures that have been developed in 

the past two to three decades. In [4] a visible ringing 

measure (VRM) is proposed that captures the ringing artifact 

around strong edges. In [5] and [6], based on measuring 

average edge transition widths an NR blur metric is 

proposed. Though the blur measure is used to predict the 

quality of JPEG2000 compressed images, it is not 

specifically designed for JPEG2000 and the quality 

prediction performance is not well matched to perceived 

visual quality. In [7], an NR metric is proposed for 

JPEG2000 images based on natural scene statistics. In [8], a 
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principal component analysis is performed on edge points, 

beforehand classified as distorted or not, in order to measure 

both of blurring and ringing effects and also the combination 

of spatial ringing and blurring measures are presented in [9]. 

In [10] an NR algorithm is proposed that measure several 

distortions and ringing artifact (anisotropic diffusion). 

However, the results were reported on the individual 

distortion measure for only one image without comparison 

of the subjective quality. In [11], a method is proposed to 

measure distortion and then quantifies the amount of 

distortions. Saad et al. [12] presented a blind image quality 

index based on statistics of local DCT coefficients. In [13] 

an image quality assessment for JPEG2000 coded images 

was proposed based on pixel distortion and edge information 

measure. In [14] a Kurtosis-based NR image quality 

assessment is proposed which predicts that kurtosis of DCT 

coefficients increases with increased blurring. 

It is well established that the human visual system (HVS) 

is very sensitive to edge information of images. In this paper 

an objective no-reference (NR) image quality assessment 

model is proposed for JPEG2000 coded images based on 

edge information measures. 

2. Proposed Model 

The model is proposed mainly for JPEG2000 coded 

images and the features are calculated in a spatial domain. A 

previous instantiation of this approach was made in [13], and 

the results were promising though the number of parameters 

was large which increases the complexity of the algorithm. 

In this paper, the algorithm is simpler as the number of 

parameters is less than that of the previous work. The 

obtained results are sufficient. The block diagram of the 

model is shown in Fig. 1. For simplicity, only the luminance 

component is considered to make quality prediction of the 

color images, though this should not be considered generally 

true for color image quality assessment. In this model the 

original images are first segmented into edge and non-edge 

blocks using the block based segmentation algorithm [15]. 

For edge information measure, the zero crossing rate of edge 

and non-edge areas are calculated and then the histogram 

measure is evaluated both for horizontal and vertical 

direction. Finally, the features are combined by a features 

combined equation to get the quality prediction score. 

2.1. Block Based Segmentation 

In this work, a simple block-based segmentation 

algorithm which is proposed in [15] is used to classify the 

edge and non-edge areas of an image. At first, a simple pixel 

classification algorithm is employed to classify every pixel 

of the image into either edge or non-edge pixel is established. 

Initially, standard deviation (STD) of each pixel is estimated 

within its 3×3 and 5×5 neighborhood pixels. For all corner 

pixels, extra rows (upper and lower two rows) and columns 

(left and right two columns) are introduced and zero values 

are padded for the unavailable pixels for the STD measure. 

Let STD3×3(m, n), and STD5×5(m, n) be the standard 

deviated images of 3×3 and 5×5 neighborhoods, 

respectively. 

 

Fig 1. Proposed model 

Standard deviated image means its every pixel value came 

from STD of 3×3 or 5×5 neighborhood pixels of the 

reference image. We then calculate absolute difference, 

),( nmD a
by the following equation: 
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where m = 1, 2,....M and N = 1, 2,....N. Here, M and N are 

the total number of rows and columns. Subsequently, we 
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We then use the following algorithm to classify edge and 

non-edge pixels of the image: 
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where “1” and “0” denote edge and non-edge pixels 

respectively. Secondly, we classify each block (8×8) of the 

image into either edge or non-edge block by using the 

following segmentation algorithm. 

The block-based segmentation algorithm: 

ne nnSum +=            (4)  
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where 
en and  

nn are respectively the number of edge, and 

non-edge pixels per (8×8) block. Therefore, the “Sum” is the 

total number of pixels per block. 

If 

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
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

 > e

e th
sum

n  then the block is “edge” else the block is 

“non-edge” where “the” is the algorithmic threshold. The 

value of the threshold is 0.13 which is estimated empirically. 

2.2. Edge Information Measure 

Edge information is estimated using two features, zero 

crossing rate and histogram measures. 

2.2.1. Zero-Crossing Rate Measure 

Zero-crossing (ZC) rate is estimated in both horizontal 

and vertical directions of the image. 

For horizontal direction: Since the test image signal is 

),( nmx  for ],1[ Mm∈   and,
 

],1[ Nn ∈ . A differencing 

signal along each horizontal line is calculated by: 
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where the size of ),( nmZ h
 is M × (N − 2). Similarly the 

vertical Zero Crossing ),( nmZ v
is estimated, where the 

differencing along each vertical line is calculated by the 

following equation: 

( , ) ( 1, ) ( , )vd m n x m n x m n= + −            (9) 

The overall zero-crossing (ZC), is then evaluated by 

performing logical OR operation between ),( nmZ h  
and

),( nmZ v
: 

( , ) ( , ) ( , )h vZ C m n Z m n Z m n= ∨             (10) 

Finally the zero-crossing rate (ZCR) of each 8×8 block, 

bZCR  is calculated by: 
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Consequently, the average zero-crossing rate for edge, 

and non-edge areas of the image are calculated by: 
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where Ne, and Nn are respectively the number of edge, and 

non-edge blocks of the image. 

2.2.2. Histogram Measure 

The second edge information measure is the histogram 

measure. In this process an absolute differences calculations 

are estimated between two neighborhood pixels separately 

in horizontal and vertical directions by the following 

equations: 

]1,1[|,),()1,(|),( −∈−+= NnnmxnmxnmDh       (14) 

]1,1[|,),(),1(|),( −∈−+= MmnmxnmxnmDv       (15) 

where the image signal is ),( nmx  for ],1[ Mm∈  and 

],1[ Nn ∈ . The absolute difference value (ADV) of edge and 

texture pixels are increased and diverged to high level range 

of horizontal scale of the histogram. Therefore, considering 

only low level horizontal scale value of the histogram gives 

relatively more insight into the edge information of the 

image. We consider the histogram values of horizontal scale 

level of 0, 1 and 2. Let h0, h1, and h2 respectively be the 

number of absolute difference amplitude pixels that lied on 

position 0, 1 and 2 on the histogram and also let V and H be 

the horizontal and vertical histogram features, respectively, 

of the image of size M × N, then the horizontal histogram 

feature can be estimated as follows: 
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Similarly, the vertical histogram feature, V is calculated by 

the following equation: 

( 0 1 2)
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2.3. Features Combination 

There are many different ways to combine the spatial 

features to constitute a quality assessment model. One 

method that gives good prediction performance is given by 

the following equation: 

)( 4321 γγγγβα VHZCRZCRS ne+=       (18) 

where βα , and 1γ to 4γ are the model parameters that must 

be estimated with the subjective test data and an 

optimization algorithm. Particle Swarm Optimization (PSO) 

is used for these parameters optimization [16]. We consider 

a logistic function as the nonlinearity property between the 

human perception and the physical features. Finally, the 

obtained differential mean opinion score (DMOS) prediction, 

DMOSp, is derived by the following equation [17]: 
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3 2DMOSp aS bS cS d= + + +              (19) 

where dcba ,,,  are the parameters of the logistic function. 

3. Results 

In order to verify the performance of the proposed model, 

JPEG2000 coded images of LIVE database (DMOS scale, 

1-100) is considered [18]. There are 227 JPEG2000 coded 

images in the database. To use the database, we randomly 

divide the database into two parts for training and testing and 

also there is no overlapping between training and testing. 

The proposed model’s parameters are optimized with the 

training images by using PSO algorithm. The parameters are 

summarized in Table 1. The parameters of the logistic 

function are also estimated using the PSO algorithm.  The 

obtained parameters of the logistic function are 

84746.8,442981.9,207297.0 −=== cba and 

862328.2=d  

Table 1. Model parameters. 

α = -2.20391 β =12.6351 1γ =0.948758 

2γ =1.128848 
3γ =0.592983 4γ =0.059937 

Table 2. Performance evaluation of our proposed model. 

Proposed model 

Training(113 images) 

CC AAE RMSE SROCC 

0.938 6.649 8.383 0.916 

Testing (114 images) 

0.933 7.085 9.083 0.931 

Table 3. Performance comparison of our proposed model with other 

models. 

Proposed model, NR 

All images (227 images) (Train + Test) 

CC AAE RMSE SROCC 

0.935 6.87 8.74 0.928 

Zhang et al., NR [14] 0.920 N/A 10.00 0.910 

Sheikh et al., NR [7] 0.930 8.05 N/A N/A 

Marziliano et al., [6] 0.850 N/A N/A N/A 

In order to provide quantitative measures on the 

performance of our proposed NR quality assessment model, 

we followed the standard performance evaluation 

procedures employed in the video quality experts group 

(VQEG) FR-TV Phase II test [19], where mainly Pearson 

linear correlation coefficient (CC), average absolute error 

(AAE), root mean square error (RMSE), and Spearman 

Rank order correlation coefficient (SROCC) between 

objective (predicted, DMOSP) and subjective scores (DMOS) 

were used for evaluation. The evaluation result of the 

proposed model (JPEG2000, NR) is summarized in Table 2. 

It is observed from Table 2 that the proposed model’s 

performance is sufficient for every one of the evaluation 

metrics both for the training and the testing datasets. It has 

also been observed from the Table 2 that the proposed 

method provides sufficient prediction accuracy (higher CC, 

lower AAE, and RMSE), and sufficient prediction 

monotonicity (higher SROCC). The DMOS versus DMOSp 

prediction performances of the proposed model for training 

and testing images are respectively shown in Figures 2(a) 

and 2(b). The figures also show that the model’s 

performance are sufficient both for train and test images. 

 

Fig 2. Proposed model’s performance on (a) Train images; (b) Test images. 

To verify and compare of our proposed model’s 

(JPEG2000, NR) performance against other image quality 

assessment models, we want to consider the Kurtosis based 

model [14], natural scene statistics based model [7] and the 

NR method used in [6]. The evaluation results are 

summarized in Table 3. Though NR evaluation is difficult 
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(because researchers have no information about the 

reference image) compared to FR evaluation and also 

difficult to estimate DMOSp within confidential interval of 

DMOS scores, our proposed NR model performances are 

better for almost every one of the evaluation metrics 

compared to [14], [7], and [6] (see Table 3). It has been clear 

from these Tables (2 and 3) and Fig. 2. that our proposed 

model’s performance is sufficient and better than the others 

recently published methods. 

4. Conclusion 

In this paper, a no-reference image quality assessment 

model irrespective of any predefined specific artifacts of 

JPEG2000 images is proposed. We claimed that any kind of 

artifact creates edge distortions and human visual perception 

is very sensitive to edge information. Therefore, we 

presented a new method of image quality assessment model 

of JPEG2000 based on edge information. The proposed 

model has given good agreement with the DMOS of LIVE 

database. Although the approach is used only for JPEG2000 

images, future research can be extended to generalize the 

approach irrespective of any kind of artifacts of different 

coded and distorted images. 

Appendix 

In this appendix the segmented images (both pixel based 

and block based) are provided for a reference image. Fig. 3 

(a), (b) and (c) show the reference image, pixel based 

segmented image and the block based segmented image 

respectively. The histogram plots of reference and the 

corresponding coded images are also given in Figures 4 and 

5. It has been observed from Figures 4 and 5 that most of the 

absolute difference pixel (ADP) amplitudes are in the low 

level range of the horizontal scale. Therefore considering 

only the low level amplitude values of the horizontal scale 

gives relatively more details about the edge information of 

the image. 

 

Fig 3. Reference image (a); Pixel based segmented image (b); Block based 

segmented image (c) 

 

Fig 4. Histogram plots of reference image (a); Horizontal (b); Vertical (c) 

 

Fig 5. Histogram plots of coded image (a); Horizontal (b); Vertical (c) 
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