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Abstract: Several data compression algorithms are investigated in this study. Data compression is commonly utilized in the 

community. Because data compression allows us to conserve storage space, it can also assist to speed up data transport from 

one point to another. It is vital to have a compression tool on hand when compressing from one person to another. This method 

can be used to make data smaller. In addition to text data, images and video may be saved. Lossy and non-lossy compressions 

are the two types of compression techniques. Compression (lossless) and compression (lossy) which is, nevertheless, the most 

widely used? It is necessary to conduct lossless compression. Huffman, Shannon Fano, and other lossless compression 

techniques, as well as Tunstall, Lempel, Ziv Welch, and run-length encoding, are all instances of runlength encoding. This 

article explains how a compression strategy works and which approach is most typically used in data compression. A form of 

compression is text compression. The consequences of this process may be seen in the compressed file size, which is less than 

the original file. In this article, many data compression techniques are surveyed, including those developed by Shannon, Fano, 

and Huffman. Data compression seeks to increase active data density by minimizing redundant information in data that is 

stored or sent. Storage and distributed systems are two domains where data compression is crucial. Information theory ideas 

are thoroughly examined in relation to the objectives and assessment of data compression techniques. The algorithms that are 

presented are subjected to a framework that is created for the evaluation and comparison of approaches. 

Keywords: Data Compression, Compression Algorithms, Loss-Less Compression, Shannon Fano, Huffman, Tunstall, RLE, 
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1. Introduction 

With the help of software and hardware and the fast 

growth of technology, it is getting easier and easier to spread 

informa- tion quickly around the world on the internet. 

Professionals in information technology can easily send 

information through the internet as a way to get in touch. Not 

all information, though, can be given this way. There is a 

very big size that can slow down the speed at which data 

moves and save computer storage. When information or data 

is sent or exchanged too quickly [1, 3, 6], it can be fixed by 

"compressing" the information or data. This can save storage 

space and let data move at the same time. Compression is the 

process of turning a set of data into a code so that less space 

is needed to store and send the data. By compressing data, 

you can save both time and space in your memory. There are 

many effective ways to use compression algorithms, such as 

the Huffman [18], Lempel, Ziv Welch, Run Length Encoding, 

Tunstall, and Shannon Fano methods. Figure 1 shows the 

way in which data is compressed. Compression technique 

When the data is not compressed, the uncompressed data is 

continued and processed using a lossless compression 

algorithm, and the compressed data has a smaller size than 

the file before it is compressed. Compres- sion is the process 

of shrinking a file from its original size to a smaller size. A 

compression test will be done to facilitate the procedure. 

Transmission of a large file with several attachments in 

characters The workings of compression are identified by 

looking for recurring patterns in data and replacing them with 

a certain pattern sign. Lossless and lossy compression are the 

two types of compression [7, 8, 10, 12]. Both lossy and 

lossless compression are employed. When original data is 
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replaced with compressed data, the process becomes more 

concise while keeping the same amount of information. 

Lossy compression is the process of taking original data and 

turning it into compressed data with different values. The 

value of this difference is taken into account to make sure 

that important information from the original data is not lost. 

 

Figure 1. Data Compression Process Flow. 

Here is an explanation of the data compression application. 

1) Compression of audio 

2) Text Compression 

3) Video Compression 

4) Image Compression 

A. Compression of Audio 

Audio compression is a type of data compression that can 

be used to reduce the size of an audio or video file [11]. 

1) MP3 and Vorbis are both overflow formats. 

2) FLAC is a format for music that can hold an unlimited 

number of files. 

Compression happens both when audio files are made and 

when they are sent to people. Some problems with audio 

compression: 

1) Sound recording technology changes quickly and in 

many ways. 

2) A sound sample’s value changes very quickly. 

There are a lot of high-quality audio codecs. The following 

uses may be given more weight: 

1) Rates of packing and unpacking 

2) The amount of pressure 

3) Help with software and hardware. 

Audio codecs that aren’t there can be found on: 

1) How the sound is 

2) compression coefficient 

3) Compression and decompression rates 

4) The inherent delay in the algorithm (required for real-

time operations). 

5) Help with software and hardware. 

B. Text Compression 

The file is reset to the beginning of the text during the 

decompression process. Decompression outcomes are 

influenced by the type of compression utilized, particularly if it 

was loss- less compression. Lossy compression is another option. 

When a method for compressing text without losing information 

is discovered, the original text can be restored after an operation 

is performed on it. Sayood (2001) demonstrates how to extract 

the correct data from a decompressed file. Arithmetic encoding 

is a method of compression in which no data is lost. 

Compression is terrible [19]. When a file is compressed, some 

information is lost. the decompression results can’t be identical 

to the original text (Sayood, 2001). 

C. Ratio of Compression 

The Compression Ratio shows how much of the original 

file has been compressed compared to how big the file was 

before. The difference in size is the size of the original file 

minus the size of the compressed file. The compression ratio 

goes up the better the compression works. This is because a 

compression file is smaller when the compression ratio is 

high. 

 

Figure 2. CR Ratio. 

D. Video Compression 

Video is a way to take pictures, record them, edit them, 

send them, and put them back together again. Celluloid film, 

electric signals, and digital media are the most common types 

of media. To digitize and store full-motion video clips for 10 

minutes on a computer, a lot of data needs to be sent in a 

short amount of time. To make a single frame of a 24-bit 

digital video component, the computer needs about 1 MB of 

data. There’s no need for a video. The hard disc will be 

reached after 30 seconds of changing layers. GB was accused. 

For full-size and full-motion videos, you need a computer 

that can send about 30 MB of data per second. Second, big 

technological problems could be solved. codecs, or digital 

video conversion techniques (coders and decoders). Codecs 

are ways to change (encode) a video so it can be sent and 

then instantly decode it so it can be played back quickly. 

Different codecs have been made to work best with different 

delivery methods. (This could be from hard drives, CD-

ROMs, or the Internet, for example.) The goal of video 

compression/conversion is to lower the bit rate of the digital 

video representation signal while keeping the right amount of 

signal quality and minimizing the complexity of codecs 

(encoding and decoding) as well as delay or deterioration. In 

other words, data is what video compression is. A method for 

making a video file smaller is called "video compression." 

Video compression is a way to cut down on the amount of 

data needed to do a job. Image compression space and image 

compression time motion depict a digital video picture. 

E. Compression of Images 

CompuServe made the Graphic Interchange Format (GIF) 

in 1987 so that it could store a lot of bitmap images in a 

single file that could be easily changed over a computer 

network. GIF was the first one. GIF is a file format for 

pictures that can be used on the Internet. It can handle up to 

8-bit pixels. making use of as many colors as possible One 

way to compress images is to use 256 colors (28 colors times 

256), 4-pass interlacing, transparency, and the Lempel-Ziv 

Welch (LZW) algorithm [5, 6, 9, 10]. There are two kinds of 

GIFs, and GIF87a is one of them. It can support both 

interlacing and multiple files. The way of doing things was 

called "GIF87" because it was found and made standard in 

1987. The GIF89a standard adds to what the GIF87a standard 

said. changes to how transparency, text, and animated text 
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look It was made in a format called Portable Network 

Graphics (PNG). GIF was made legal so that it could work 

better with the old format. PNG is meant for lossless image 

storage techniques [17, 21]. PNG images have some of the 

same qualities as GIF images, which are (many photos) 

getting better at everything (like interlacing and compression) 

and adding the newest features. Support for the Web, 

including the ability to build plug-ins for web browsers Joint 

Photographic Experts Group, or JPEG, is a file format that is 

used to reduce the size of a full-color or grayscale image, like 

the original world scene. JPEGs work well with images that 

have a continuous range of tones, like photos and art that 

tries to look real, but they aren’t very good at sharpness and 

color. You can already use JPEGs to do things like make 

simple cartoons or draw with a lot of lines. JPEG supports 

24-bit color depth, which means it can show 16,777,216 

different colors. Another benefit of JPEG is that it looks like 

it’s going in the same direction as a terlaced GIF. JPEG 2000 

is the most up-to-date way to compress images. JPEG was 

created in the year 2000. It has a high bit rate. Compared to 

Jpeg, they have better quality, lower transmission, and are 

graded. Lossy and lossless compression are both used in 

JPEG 2000 Compression techniques. Also, ROI coding, 

which stands for "Region of Interest," is used. interest ). 

JPEG 2000 is made for use on the Internet, for scanning, and 

for other similar tasks. Remote sensing, medical imaging, 

and digital photography are all types of digital imaging. The 

library and online shopping Since the 1980s, the International 

Organization for Standardiza- tion (ISO) and the 

International Telecommunication Union (ITU) have worked 

together to set standards. There should be a standard for 

grayscale and picture compression. Photographers can use 

images made by the Joint Photographic Experts Group, or 

JPEG. In response to the fast growth of multimedia 

technology, which needs high-performance compression 

techniques, a new standard was made in March 1997. JPEG 

is an effort to reduce the size of images that began in 2000. 

This study made a new way to code different kinds of images 

(bi-level, grey-level, color, and multi-component) that have 

different qualities (Natural Images, for example). (Such as 

science, medicine, remote sensing, text, etc.) 

2. Literature Review 

2.1. Shannon Fano Algorithm 

Data compression is a method in which a compression ap- 

proach is used to make a very useful compression method 

that is used in a zip file or. rar format [2]. The Shannon-Fano 

algorithm can be made to work with VHDL. The ModelSim 

SE 6.4 simulator is being used to write code and collect data. 

The algorithm is used to pack things together. If we want to 

know how these algorithms compress a lot of data, we can 

look at the equation below: The ratio of data before 

compression to data after compression is the amount of 

compression. We know that encryption can make data 

compression better. Unfortunately, most standard Shannon 

Fano codes aren’t very long, and this research [1] gave two 

algorithms. To make the Shannon-Fano code shorter, In some 

applications, the improved Shannon-Fano coding method is 

used. extremely helpful [1]. 

2.2. Run Length Encoding 

The Run Length Encoding (RLE) algorithm is one way to 

compress data so that the size of the output is smaller than the 

size of the original data [4]. As an example, this time shows 

the cost and benefit of data from a sentence [12, 13]. RLE 

(Run Length Encoding) is the easiest type of data encoding 

that doesn’t lose any information. It is a method for 

compressing a group of files that all have the same format. 

Each number in the series will be written down as a piece of 

data. The name of this algorithm is very good when there are a 

lot of data points with the same value. Sequences are made up 

of things like icon files, line drawings, and animations. This 

Normal data doesn’t work well with the method. The Run 

Length Encoding Algorithm is shown in Figure 3 as a flow 

chart. 

 

Figure 3. RLE Algorithm. 
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2.3. Lempel Ziv Welch 

In general, the LZW algorithm is a way to compress data 

without losing any of it. It does this by using a dictionary. 

LZW compression makes a dictionary as part of the 

compression pro- cess. ITZW There are a lot of ways to 

compress data. applications. In this experiment, [5] has made 

a similar point. Between the usual LZW coding and the 

MLZW coding that was proposed [5], Coding The result of 

compression is a phrase made up of words. Output the 

amount of bit or codeword compression that the LZW 

algorithm can achieve Before compression, the output must 

be smaller than the original file. The formula is a It has been 

updated to the Unicode standard and can be used very easily 

for any Bangla text compression [5]. The idea behind this 

method is to start with a new character to make a new 

dictionary. In the LZW method, a variable word width 

dictionary is used to balance the compression and 

decompression of a file [20]. The Lempel Ziv Welch 

Algorithm is shown in Figure 4 as a flowchart. 

 

Figure 4. LZW Algorithm. 

2.4. Huffman Technique 

The number of characters that show up often tells you how 

to make a Huffman code [14-16]. The Huffman code 

frequency goes up as the number of bits created goes down. 

On the other hand, the less character appearances there are, 

the more bits are made. When being pressed, This Huffman 

compression technique has ways to do things. It is 

compression without loss. Lossless compression is a type of 

data compression that doesn’t change the original data while 

making it smaller. Huffman’s method is based on the fact 

that 8 bits are usually used to represent each ASCII character. 

So, if there is a row of the letters "ABCD" in a file, there are 

40 bits in the file, or 5 bytes. If every character is given a 

name, If we have a code like "A = 0," "B = 10," "C = 111," 

and "D = 110," all we need is a 10 bit file (0010111110). Pay 

attention to the fact that codes must be unique; otherwise, 

they can’t be copied. built on top of other codes. We can use 

the Huffman method to compress and make codes that 

describe codes that must be unique. The number of bits is 

used to shorten the characters that show up most often. The 

Huffman Algorithm is shown in Figure 4, which is a 

flowchart. 

3. Conclusion 

The compression method can be used to make the file sizes 

as small as possible. In order to save space on a computer’s 

hard drive, large amounts of data are shrunk down. It is 

possible to utilize data compression. using different 

compression algorithms on text, image, and video data. 

When it comes to compression, different techniques have 

pros and cons. 

 

Figure 5. Huffman Technique. 
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