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Abstract: Idiomatic phrases are natural components of all languages that cannot be comprehended straight from the word
from which they are generated. Vector representations are a key method that bridges the human understanding of language to
that of machines and solves many NLP problems. Idiomatic expression representation is necessary for machine learning, deep
learning, and natural language processing applications. Machine learning and deep learning techniques have not been used to
process text as input for natural language processing applications in previous literature. As such, in order to study natural
language processing with machine learning and deep learning methods, vector or numeric representations of idiomatic
statements are needed. Therefore, this research aimed at the proposed vector representation of Amharic idioms for NLP
applications through vector representation models. Researchers that study natural language processing use this format, and for
classification or regression, they employ machine learning and deep learning techniques. Before doing NLP application
researches on Amharic idiom, first, it requires vector or numeric representation using suitable methods. We used five hundred
idiomatic expressions from Amharic Idioms book as a dataset for this representation, which are comprised of two words. To
evaluate performance, we employed the accuracy, precision, recall, and F-score metrics. The dataset produced a result of 95.5%
accuracy.
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computerized system doesn’t process any activity by using
text-based inputs. To provide idiomatic expressions for
machines requires encoding to other formats using different
mechanisms. Researchers implemented different methods to
represent words or expressions into vectors or numbers like
distribution of words, term frequency, Continuous Bag of
Words, Skip-gram, set2vector, one hot encoding method [2, 4-
6]. Vector representations of words or phrases are used as
input for different NLP applications and machines. So; we did
Ambharic idiomatic expression vectorization using word2vector
and one hot encoding method.

1. Introduction

Idiomatic phrases are significant, naturally occurring
components of all languages and commonplace aspects of
everyday speech that are not immediately understandable
from the word from which they are derived. Idioms are
sophisticated linguistic structures that are imaginatively
employed in practically all text categories. Because they are
non-compositional, idioms provide challenges for natural
language processing (NLP) systems [1, 2].

A phrase known as an Ambharic idiom typically consists of
two words combined in a way that defies interpretation based
on the meaning of the words alone or on how they are typically
used together [3]. Amharic idiom hurts NLP applications like
machine translation, sentiment analysis, semantic analysis, and
next-word prediction. To train idiomatic expressions for
machines is difficult due to text-based expressions. A

2. Literature Review

Various researchers are researching word representations
for different NLP applications for different languages
through various models. For word representation in vector
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space, a neural network is employed to map Arabic vectors to
English vectors.

A.M. A. Y. M. H.R. M. R. &. A. A. Mohamed A. Zahran
[7] demonstrated that minimizing for cosine error
outperforms the standard mean square error minimization for
word-to-word similarity using cosine score, indicating that
the training procedure's objective function should match the
chosen similarity measure. Researchers [8] done Chinese
Document Representation and Classification with Word2vec
with different models SVM, KNN, and RFB neural network
classifier were used. For sentiment analysis, researchers used
vector representation of words through the GloVe model [9].
Researchers [10] text classification with semantic features
using word2vector and support vector machines and
compared with other representation models. for idiom
identification also researchers used word embedding,
distribution of words, Skip-thought model, sen2vector
representation, CBOW [2, 4-6].

3. Contribution of the Research

Considering the vector-based representation of an
idiomatic expression is essential for natural language
processing applications because depending on the context,
many idioms can be recognized literally or idiomatically. We
adopt Distributional Hypothesis for the idioms vector
representation. We have also stated the usage of KNN based
evaluation of the vector-based representation. Collection of
idiomatic expression word/phrase lists.

4. Research Methodology

Dataset I
collection

Dataset Preprocessing component

Vector representation of

Ambharic Idioms

Input for NLP
Applications

Figure 1. Proposed model.
4.1. Dataset Collection

We collected five hundred idiomatic expressions from a
famous idiomatic book called Ambharic idioms book “?A9725
d0.m P (Akililu & Worku, 1992). All the collected idiomatic
expressions are a combination of two words like B¢ 40, B¢
am™, DATTE 0AL, A¥PF @HH, AT L1m, A7t A0 ATrE (LA,
AT OREI°, A7 L7189

4.2. Pre-Processing

After collecting the dataset, we implement preprocessing

to remove unnecessary words or symbols. Preprocessing
involves cleaning, spell checking, normalization, joining
tokens, and removing stop words and numbers.

4.3. Representation of Amharic Idioms

4.3.1. One-Hot Representation

This type of representation is incredibly straightforward
and simple to use. Nevertheless, even with such a small
sample, many of the flaws would have been obvious. That is,
processing and storing such vectors requires a lot of memory.
This representation system is unable to convey semantic
information since there is zero cosine similarity between
distinct words. This representation used many input
expressions and dimensional spaces to encode the expression
into vectors.

Example: - The vector encoding mechanism, we use six
sample expressions. Space with six dimensions is used to
represent it.

Table 1. A single hot encoding representation.

Expression One Hot Encoding
Al-FAime [1,0,0,0,0,0]
1RO [0,1,0,0,0,0]
0250% [0,0,1,0,0,0]
A RACE [0,0,0,1,0,0]
kv, [0,0,0,0, 1, 0]
L0yt [0,0,0,0,0, 1]

4.3.2. Word2Vec Representations

In essence, Word2Vec arranges words in the feature space
so that their meaning dictates where they go. This approach
creates word embeddings for better word representation. It
accurately captures a wide range of syntactic and semantic
word relationships. There is just one hidden layer separating
the input and output of this two-layered shallow neural
network [11]. The concept behind Word2Vec is that a word
or term can be represented in a vector space representation by
a vector. In order to transform the unsupervised
representations into supervised form for model training,
word2vec uses two architectures: skip-gram and continuous
bag of words (CBOW) [2, 12].

The network is trained using the words inside the window
at each step in both models, which involve moving a
predefined length window along the corpus. When it comes
to context prediction, the Skip-gram model learns from the
central word, while the CBOW model learns from the
surrounding words to predict the word in the window's center.
After the neural network is trained, the word representation is
determined by the learned linear transformation in the hidden
layer.

In Skip-grams, the neural network receives in a word and
then attempts to forecast the nearby words or the target words
from the context. The neural network in Continuous Bag of
Words, on the other hand, forecasts the words that lie
between or determines the target words from the context. The
length of the vocabulary corresponds to the size of the Neural
Network's final output vector. Depending on how closely the
target words and context words are related, it returns a
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probability value.

Equipped with mathematical operators, words can be
represented as vectors, which is beautiful. For Turkic, Arabic,
Chinese, and Ambharic, languages with rich morphology [13].

For this analysis, we used the word2vector and one hot

In [117]: word2int = {}
for i,word in enumerate(words):
word2int[word] = i

sentences = []
for sentence in corpus:
sentences.append(sentence.split())
WINDOW_SIZE = 1
data = []
for sentence in sentences:
for idx, word in enumerate(sentence):

for neighbor in sentence[max(idx - WINDOW_SIZE, 1)

if neighbor != word:
data.append([word, neighbor])

print(word2int)

encoding method to convert phrases to vectors. To represent
numbers into vectors, we used one hot encoding mechanism
with a length of word dimensional space. The hidden layer
has two weight values which are used for visualization on
two-dimensional spaces [11].

: min(idx + WINDOW_SIZE, len(sentence)) + 1]

{'A0Ad": @, 'ANTFF': 1, 'AMGRL': 2, 'AMANYI': 3, 'AQTRANI': 4, 'AMAA': 5, 'ArsA': 6, "AMEM': 7, 'AMALLY': 8, '¢ovind’: O,
TTCAAR' D 10, 'AJMM': 11, 'Aaceh': 12, 'ANMCS': 13, 'aR<PAM’: 14, 'Aaahy’: 15, 'AaPe’: 16, 'wRIC': 17, 'AMPAT': 18, Amay

me': 19, 'ARTPAAG': 20, 'AQLIIR': 21, 'Amkem’': 22, 'ASROG':

23, "AAHGA': 24, ‘ARAA': 25, CARINAG': 26, 'UNFIRA': 27, 'viAl

Chi': 28, 'VRURY': 29, 'AMARLI®': 30, 'UNE¥S’: 31, 'PARMIPASHAT': 32, 'oh9ICl’: 33, "AMAA': 34, ‘Aadtsd': 35, 'vRA&': 36, 'wAY

W': 37, 'A0mSS': 38, 'AamdA’: 39, 'UahLLA': 40, 'ANARCAAT':
afe': 46, 'WwRANL': 47, 'AxieAd': 48, 'ArrAld': 49, 'Aa@OF':
C': 55, 'Am®l': 56, 'Ardteadh’: 57, 'AN@': 58, 'ARRAR': 59,
@': 64, 'GP’ : 65, 'J3IANL®@': 66, 'ANARLT': 67, 'AmorAm,’:
om': 73, "&Nh&': 74, 'ANARCP': 75, 'Amed’: 76, ‘dats': 77,

PP’ 82, 'AnThR@': 83, 'APOMT': 84, 'ANA@AP’: 85, 'ANAA':

a1,

ORGP D 42, 'AARFHD': 43, 'ARSRATU': 44, 'AQRIAS': 45, 'An0A
50, 'vRAM': 51, 'AATAAT': 52, 'AMSAA': 53, 'AaMAG’: 54, 'Anau
MGLE': 60, 'AFETASS’: 61, 'AFEAOM’: 62, 'hNENGP': 63, 'AAY

68, 'AnA&’: 69, 'Anféc': 70, 'Anmad’: 71, 'Anvira’: 72, 'ad@hvbdA
‘AYIhE: 78, 'ATAAMANT': 79, 'ANIRAT: 80, 'fnARSPaFT': 81, '“iat

Figure 2. Representations from words to integers.

5. Results and Discussion

We used one-hot encoding to represent expressions of
vectors in N-dimensional space and the word2vector model
to generate the numeric value of the expression. The
expressions are transformed into numeric values for NLP
application researches and machines. For our task, we
represent the expression with integer values using the
word2int algorithm.

As shown in Figure 2, the word2int technique is utilized to

In [33]: # training operation\n"”,

transform expressions to integers. Each expression is
represented by a single neighbor’s expression with a window
size of one, which means that one neighbor expression
assigns an integer value to each expression.

On the other hand, we employed vector representation to
represent N-dimensional spaces, which required us to
transform each integer into a vector. We used a one-hot
encoding approach to convert integers to vectors. When there
are N input expressions, one hot encoding representation is
represented in N-dimensional space.

train_op = tf.train.GradientDescentOptimizer(0.05).minimize(loss)

sess = tf.Session()
init = tf.global_variables_initializer()
sess.run(init)

iteration = 20000
for i in range(iteration):

# input 1s X_train which is one hot encoded word\n",
# Llabel is Y_train which is one hot encoded neighbor word\n",
sess.run(train_op, feed_dict={x: X_train, y label: Y_train})

if i % 3000 == 0:
print('iteration '+str(i)+' loss is

vectors = sess.run(Wl+bl)
print(vectors)

', sess.run(loss, feed dict={x: X_train, y_label: Y_trair
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.24025869e+00
.58801627e-01
.60701755e-02
.96607614e+00
.40823245e+00
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Figure 3. A hidden layer weight value.

The aforementioned Figure 3 illustrates how the input
dataset is encoded into a numeric value by producing an N-
number of hidden layer weight values. For 2D visualization,
we utilized a window size of one and an embedding
dimension of two. Word length is taken into account in one-
hot encoding, and we used an embedding dimension of two.
The weight value of the one-hot encoding and embedding
dimension is its random normal value. To get the hidden

layer value, we multiplied the input vector by the weight
value in a matrix. To get the output value, the value of the
hidden layer is utilized as an input. We employed SoftMax to
update the weight value through cross-entropy optimization
of the output vector. The model enters the created weight
value into the lookup table and multiplies it by the vector
value of the supplied input to obtain the expression's output
value.

In [34]: #pd.set option('display.max _rows', None) used to display all rows

w2v_df = pd.DataFrame(vectors, columns=['x",'y"'])
w2v_df['Idiom'] = words
w2v_df = w2v_df[['Idiom"', 'x','y']]
print(w2v_df)

Idiom X y
0 ANPAN -1.240259 1.945967
1 APt ©0.958802 3.531782
2 A®LL -0.036070 ©.521950
3 AMANTT 2.966076 0.709627
4 AMLTAMTY®  2.408232 2.007883
195 PAPCHRUA -0.323051 2.905601
196 AZPATOE  0.270993 -0.224007
197 nAiFahd@ -0.649936 1.837031
198 PEALNAMEI® -2,593647 ©.972976
199 ANLET -0.660689 -0.637342
[260 rows x 3 columns]

Figure 4. The expressions’ numerical value.
This expression's numeric value was obtained by  one-hot encoding and embedding dimension [1, 14]. As can

multiplying the hidden layer value by the weight values in a
matrix; the weight value is the random normal value of the

be seen in Figure 4 above, the expressions are numerically
described in two-dimensional space using six floats.
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Figure 5. 2D visualization of the expressions.

Using the KNN supervised machine learning algorithm,
the model achieves an accuracy of 95.5% overall on the
tested dataset.

6. Conclusions and Recommendations

An Ambharic idiom is expressions that are difficult to
process on machines and negatively affect natural language
processing researchers like machine translation, idiom
identification, sentiment analysis, next-word prediction, and
information extraction. Vector representations are a key
method that bridges the human understanding of language to
that of machines and solves many NLP problems. For NLP
applications, machine learning algorithms, and deep learning

algorithms, representation of idiomatic expressions is crucial.
We represent Ambharic idiom expressions with numeric
values for the NLP applications and machines. We used one
hot encoding method and word2vector model to represent the
input expression into vectors and represent the expressions
into numeric values and show an N-dimensional space. We
used a two hundred expressions dataset from the Ambharic
idiom book. When we used the KNN algorithm, we got a
95.5% accuracy result for the embedding model of Amharic
idioms. To mitigate the negative effects of idioms on NLP
research, the study suggests that scholars and industry
professionals utilize these represented datasets for their
research.
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Appendix

Sample Dataset

[UOFIEa UNEPS v-AFPAN U-hI4T U-CAICT UASILA
UPAA VAL VIAELA UIOT V10 AQPT, 'AN-FOIme 1900
PACTT ANOPAGE SPIOPS davt) PLaPIH PRAL PN
reaq  reIc weAans’, PEIBLma@. OO0 PSmihA
PGALOAAMAI® PEIT PLUPLT PLAPS P&Om PR
PEhP’, aPATTRA PAPTRUA ANRTHY PIRAPAS APIPPAT
RINESTAPar  APETAPP  APONT  TUNEINPP,  A$TAPP
QENPPR NOETAPE N1CANAND. TTANAND. MBTANAND
VELFANG ANOTIIS, A4 8IANN  PANMALIIC ANAA
ARFeAAD.  NGFANL@.  @FAhL@.  Diiahd@  PadLIAR,
NANAPAGI®  RAGA@R  1CADG  0%AADAND.  VETITEIAOM
ANAIAOM AQFEFAOM GFO.ADM', AHOPPM, AHLA (DAL
LLAND ALPAP TICALLAT AIINH AP0 ADLIPS ALY
ARPPATOAE  ARPPOA',  (WATAMANT  OATLAMLNT  AgParg
15-AANGD. 0LIAT ANALLID. aP&AAN PG FRAAN TICIPRAN',
AVFRPAN@.  PUIANPTLPaPN  AOTPCATIRA  AOPLTT AhALAT
LOAPATE  PALMTIASNTS PNALSPNFT, AmaPAm, A.PAM,
O72AM, PNLTAT NLLEAM, hATPALM. TIHLIALY O-ETALD.
AAIR ANTLHY, AO@IT AONSN AN AAATAN ASTAN ANAES
AATAAT UATAN ANAA APt ANae-F ANPP T, ANGL ANPAA
ANPT ANSST ANLA ANQUC ANNC ANNCE ANTES ANLTES
ANLTIL ANLELL, ANLTHT ANLET ANIC ANYLIA ANILH
ANMSS ANM-A ANPAP ANTE ANTH ANLS AFANM', ATAOAP
AMPP AN AMFAA ALY AleO ANFTLA APl AlPHPH
Alpar APZm ANFSAA Atbarm']
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