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Abstract: Idiomatic phrases are natural components of all languages that cannot be comprehended straight from the word 

from which they are generated. Vector representations are a key method that bridges the human understanding of language to 

that of machines and solves many NLP problems. Idiomatic expression representation is necessary for machine learning, deep 

learning, and natural language processing applications. Machine learning and deep learning techniques have not been used to 

process text as input for natural language processing applications in previous literature. As such, in order to study natural 

language processing with machine learning and deep learning methods, vector or numeric representations of idiomatic 

statements are needed. Therefore, this research aimed at the proposed vector representation of Amharic idioms for NLP 

applications through vector representation models. Researchers that study natural language processing use this format, and for 

classification or regression, they employ machine learning and deep learning techniques. Before doing NLP application 

researches on Amharic idiom, first, it requires vector or numeric representation using suitable methods. We used five hundred 

idiomatic expressions from Amharic Idioms book as a dataset for this representation, which are comprised of two words. To 

evaluate performance, we employed the accuracy, precision, recall, and F-score metrics. The dataset produced a result of 95.5% 

accuracy. 
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1. Introduction 

Idiomatic phrases are significant, naturally occurring 

components of all languages and commonplace aspects of 

everyday speech that are not immediately understandable 

from the word from which they are derived. Idioms are 

sophisticated linguistic structures that are imaginatively 

employed in practically all text categories. Because they are 

non-compositional, idioms provide challenges for natural 

language processing (NLP) systems [1, 2]. 

A phrase known as an Amharic idiom typically consists of 

two words combined in a way that defies interpretation based 

on the meaning of the words alone or on how they are typically 

used together [3]. Amharic idiom hurts NLP applications like 

machine translation, sentiment analysis, semantic analysis, and 

next-word prediction. To train idiomatic expressions for 

machines is difficult due to text-based expressions. A 

computerized system doesn’t process any activity by using 

text-based inputs. To provide idiomatic expressions for 

machines requires encoding to other formats using different 

mechanisms. Researchers implemented different methods to 

represent words or expressions into vectors or numbers like 

distribution of words, term frequency, Continuous Bag of 

Words, Skip-gram, set2vector, one hot encoding method [2, 4-

6]. Vector representations of words or phrases are used as 

input for different NLP applications and machines. So; we did 

Amharic idiomatic expression vectorization using word2vector 

and one hot encoding method. 

2. Literature Review 

Various researchers are researching word representations 

for different NLP applications for different languages 

through various models. For word representation in vector 
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space, a neural network is employed to map Arabic vectors to 

English vectors. 

A. M. A. Y. M. H. R. M. R. &. A. A. Mohamed A. Zahran 

[7] demonstrated that minimizing for cosine error 

outperforms the standard mean square error minimization for 

word-to-word similarity using cosine score, indicating that 

the training procedure's objective function should match the 

chosen similarity measure. Researchers [8] done Chinese 

Document Representation and Classification with Word2vec 

with different models SVM, KNN, and RFB neural network 

classifier were used. For sentiment analysis, researchers used 

vector representation of words through the GloVe model [9]. 

Researchers [10] text classification with semantic features 

using word2vector and support vector machines and 

compared with other representation models. for idiom 

identification also researchers used word embedding, 

distribution of words, Skip-thought model, sen2vector 

representation, CBOW [2, 4-6]. 

3. Contribution of the Research 

Considering the vector-based representation of an 

idiomatic expression is essential for natural language 

processing applications because depending on the context, 

many idioms can be recognized literally or idiomatically. We 

adopt Distributional Hypothesis for the idioms vector 

representation. We have also stated the usage of KNN based 

evaluation of the vector-based representation. Collection of 

idiomatic expression word/phrase lists. 

4. Research Methodology 

 

Figure 1. Proposed model. 

4.1. Dataset Collection 

We collected five hundred idiomatic expressions from a 

famous idiomatic book called Amharic idioms book “የአማረኛ 

ፈሊጦች” (Akililu & Worku, 1992). All the collected idiomatic 

expressions are a combination of two words like ጆሮ ዳባ, ጆሮ 

ሰጠኝ, ከአንገት በላይ, አንገት መዘዘ, አንገት ረገጠ, አንገተ ሰባራ, አንገተ ቢስ, 

አንገተ ወፍራም, አንገተ ደንዳና 

4.2. Pre-Processing 

After collecting the dataset, we implement preprocessing 

to remove unnecessary words or symbols. Preprocessing 

involves cleaning, spell checking, normalization, joining 

tokens, and removing stop words and numbers. 

4.3. Representation of Amharic Idioms 

4.3.1. One-Hot Representation 

This type of representation is incredibly straightforward 

and simple to use. Nevertheless, even with such a small 

sample, many of the flaws would have been obvious. That is, 

processing and storing such vectors requires a lot of memory. 

This representation system is unable to convey semantic 

information since there is zero cosine similarity between 

distinct words. This representation used many input 

expressions and dimensional spaces to encode the expression 

into vectors. 

Example: - The vector encoding mechanism, we use six 

sample expressions. Space with six dimensions is used to 

represent it. 

Table 1. A single hot encoding representation. 

Expression One Hot Encoding 

ልቡተሰነጠቀ [1, 0, 0, 0, 0, 0] 

ነፍስሆነ [0, 1, 0, 0, 0, 0] 

ሰኔናሰኞ [0, 0, 1, 0, 0, 0] 

አስብቶአራጅ [0, 0, 0, 1, 0, 0] 

ቁመተስጋ [0, 0, 0, 0, 1, 0] 

ሆደመጋዝ [0, 0, 0, 0, 0, 1] 

4.3.2. Word2Vec Representations 

In essence, Word2Vec arranges words in the feature space 

so that their meaning dictates where they go. This approach 

creates word embeddings for better word representation. It 

accurately captures a wide range of syntactic and semantic 

word relationships. There is just one hidden layer separating 

the input and output of this two-layered shallow neural 

network [11]. The concept behind Word2Vec is that a word 

or term can be represented in a vector space representation by 

a vector. In order to transform the unsupervised 

representations into supervised form for model training, 

word2vec uses two architectures: skip-gram and continuous 

bag of words (CBOW) [2, 12]. 

The network is trained using the words inside the window 

at each step in both models, which involve moving a 

predefined length window along the corpus. When it comes 

to context prediction, the Skip-gram model learns from the 

central word, while the CBOW model learns from the 

surrounding words to predict the word in the window's center. 

After the neural network is trained, the word representation is 

determined by the learned linear transformation in the hidden 

layer. 

In Skip-grams, the neural network receives in a word and 

then attempts to forecast the nearby words or the target words 

from the context. The neural network in Continuous Bag of 

Words, on the other hand, forecasts the words that lie 

between or determines the target words from the context. The 

length of the vocabulary corresponds to the size of the Neural 

Network's final output vector. Depending on how closely the 

target words and context words are related, it returns a 



 Machine Learning Research 2023; 8(2): 17-22 19 

 

probability value. 

Equipped with mathematical operators, words can be 

represented as vectors, which is beautiful. For Turkic, Arabic, 

Chinese, and Amharic, languages with rich morphology [13]. 

For this analysis, we used the word2vector and one hot 

encoding method to convert phrases to vectors. To represent 

numbers into vectors, we used one hot encoding mechanism 

with a length of word dimensional space. The hidden layer 

has two weight values which are used for visualization on 

two-dimensional spaces [11]. 

 

Figure 2. Representations from words to integers. 

5. Results and Discussion 

We used one-hot encoding to represent expressions of 

vectors in N-dimensional space and the word2vector model 

to generate the numeric value of the expression. The 

expressions are transformed into numeric values for NLP 

application researches and machines. For our task, we 

represent the expression with integer values using the 

word2int algorithm. 

As shown in Figure 2, the word2int technique is utilized to 

transform expressions to integers. Each expression is 

represented by a single neighbor’s expression with a window 

size of one, which means that one neighbor expression 

assigns an integer value to each expression. 

On the other hand, we employed vector representation to 

represent N-dimensional spaces, which required us to 

transform each integer into a vector. We used a one-hot 

encoding approach to convert integers to vectors. When there 

are N input expressions, one hot encoding representation is 

represented in N-dimensional space. 
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Figure 3. A hidden layer weight value. 

The aforementioned Figure 3 illustrates how the input 

dataset is encoded into a numeric value by producing an N-

number of hidden layer weight values. For 2D visualization, 

we utilized a window size of one and an embedding 

dimension of two. Word length is taken into account in one-

hot encoding, and we used an embedding dimension of two. 

The weight value of the one-hot encoding and embedding 

dimension is its random normal value. To get the hidden 

layer value, we multiplied the input vector by the weight 

value in a matrix. To get the output value, the value of the 

hidden layer is utilized as an input. We employed SoftMax to 

update the weight value through cross-entropy optimization 

of the output vector. The model enters the created weight 

value into the lookup table and multiplies it by the vector 

value of the supplied input to obtain the expression's output 

value. 

 

Figure 4. The expressions’ numerical value. 

This expression's numeric value was obtained by 

multiplying the hidden layer value by the weight values in a 

matrix; the weight value is the random normal value of the 

one-hot encoding and embedding dimension [1, 14]. As can 

be seen in Figure 4 above, the expressions are numerically 

described in two-dimensional space using six floats. 
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Figure 5. 2D visualization of the expressions. 

Using the KNN supervised machine learning algorithm, 

the model achieves an accuracy of 95.5% overall on the 

tested dataset. 

6. Conclusions and Recommendations 

An Amharic idiom is expressions that are difficult to 

process on machines and negatively affect natural language 

processing researchers like machine translation, idiom 

identification, sentiment analysis, next-word prediction, and 

information extraction. Vector representations are a key 

method that bridges the human understanding of language to 

that of machines and solves many NLP problems. For NLP 

applications, machine learning algorithms, and deep learning 

algorithms, representation of idiomatic expressions is crucial. 

We represent Amharic idiom expressions with numeric 

values for the NLP applications and machines. We used one 

hot encoding method and word2vector model to represent the 

input expression into vectors and represent the expressions 

into numeric values and show an N-dimensional space. We 

used a two hundred expressions dataset from the Amharic 

idiom book. When we used the KNN algorithm, we got a 

95.5% accuracy result for the embedding model of Amharic 

idioms. To mitigate the negative effects of idioms on NLP 

research, the study suggests that scholars and industry 

professionals utilize these represented datasets for their 

research. 
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Appendix 

Sample Dataset 

['ሀብተነፍስ ሀብቷቀና ሁለትምላስ ሁሉአማረሽ ሁሉአገርሽ ህሊናቢስ 

ህቅአለ ህግተላለፈ ህግአፈረሰ ህገወጥ ህግገባ ሰዉሆነ', 'ልቡተሰነጠቀ ነፍስሆነ 

ዋስሁነኝ አስብቶአራጅ የሆነዉሆኖ ቁመተስጋ ሆደመጋዝ ሆደሰፊ ሆደቡቡ 

ሆደባሻ ሆደገር ሆዱሻከረ’, ሆዱንቆረጠዉ ሆዱባሰበት ሆዱጠቡቷል 

ሆዱአይበልጠዉም ሆዱጎሽ ሆድሆዴን ሆድለሆድ ሆድሰጠ ሆድናጀርባ 

ሆድእቃ’, መለመኛአጣ የልመናእህል ልሳኑተዘጋ ዋንጫልቅለቃ ልቅምያለች 

አንደበቱየተለቀመ ልቃቂትለቀቀ ልቅወጣች ሚስቱንለቀቀ', አፉንለቀቀ 

ዉሸቱንለቀቀዉ ከብቱንለቀቀ በነገርለበለበዉ ንባቡንለበለበዉ ጠጁንለበለበዉ 

ሀፍረትለበሰ ልብሰተማሪ', ልብስገፋፊ ፀጋልበስ የለበጣአነጋገር ለብአለ 

ለከትየሌለዉ በሽታለከፈዉ ዉሻለከፈዉ ጋኔንለከፈዉ የሰዉንልክ', 

ከልኩአያልፍም ቁልፍሰዉ ነገርለኮሰ በዱላለወሰዉ ሀይማኖቱንለወጠ 

ልብሱንለወጠ ሰዉነቱተለወጠ ሸታዉለወጠ', ለዛሙጥጤ ለዛቢስ ሰዉለየ 

ፊደልለየ ለይቶአየ ነገርለደፈብኝ ለጋጎበዝ ለጋቅቤ ለጋደመና ለጋጨረቃ 

ልጓምአጥባቂ ልጓምጣለ', በሀሰትለጠፈበት በጥፊለጠፈበት ለፍቶመና 

በዱላአለፋዉ ዐይነልም ላስአደረገዉ መሬትላሰ መሬትአስላሰ ማርምአልስ', 

እሳትየላሰዉ የሚላስየሚቀመስ አዕምሮዉላሽቋል ላባቀረሽ ላክአደረገ 

ሲበሉየላኩት የሰይጣንመልዕክተኛ የበላይናየበታች', ላጤመላጤ ሊቀላጤ 

ወንደላጤ የብረትልጥ በደረቁላጨ እሳትየላፈዉ ገንዘቤንላፈኝ ዉሸቱንላፈዉ 

ሌላነዉ ሌባሚዛን', ሌባዉጋት ሌባዝናብ ሌባጣት አሰለጥሌባ አይነሌባ ሌባሻይ 

ልሳነእሳት ሁለትልብ ልበልል ልበሙሉ ልበሙት ልበሞቃት', ልበሰፊ ልበቀላል 

ልበቅን ልበቆራጥ ልበቢስ ልበባህር ልበብር ልበብርቱ ልበተራራ' ልበደንዳና 

ልበድንጋይ ልበደፋር', ልበድንጉጥ ልበድፍን ልበገር ልበጎረምሳ ልበጎደሎ 

ልበጠናና ልበጡል ልበጥልቅ ልበጥሩ ልበጥኑ ልበፈሪ ልቡአበጠ', ልቡንአወለቀ 

ልቡሞቀ ልቡሰባ ልቡላላ ልቡረጋ ልቡራሰ ልቡሸፈተ ልቡቀረ ልቡቀዘቀዘ 

ልቡቆመ ልቡቆረጠ ልቡቆሰለ ልቡቋመጠ'] 
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