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Abstract: Modelling distribution of rainfall in South West Nigeria is examined. Quarterly rainfall distribution data of Ibadan 

as a case study were collected for a period of 43 years (1971-2013) from Nigeria Meteorological Agency (NMA) quoted in 

Central Bank of Nigeria (CBN) bulletin. The time series analysis was used to model and forecast the quarterly rainfall. The 

time plot shows there is a seasonal cycles in the series, we used Akaike Information Criterion to detect auto-regressive (AR), 

moving average (MA) and auto-regressive moving average (ARMA) models of the best order. It was shown that AR(4), 

MA(4) and ARMA(4,4) have the least Akaike Information Criterion (AIC). These models were then used to forecast for the 

quarterly rainfall for five years. 
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1. Introduction 

The amount of seasonal distribution and type of rainfall as 

well as the length of the wet season at a place depends largely 

on its locations, with respect to the fluctuating inter- tropical 

discontinuity and its associated weather zones. Over the years 

there has been considerable increase in rainfall records and 

statistical methods have been used to extend the available 

data and predict the likely trend and periodicity of natural 

events. About thirty years is required to obtain a reliable 

indication of the real long term mean. [1] studied the secular 

trends and variations in rainfall of Indian stations and 

concluded that neither the annual nor the seasonal monsoon 

rainfall showed any general tendency for increase or decrease 

at any of the stations. In some areas where variability is 

particularly strong even much longer periods are necessary 

[2]. According to [3], two rainfall series for Sahel region of 

West Africa have been updated to 1983, annual and monthly 

series were presented and analysed. Relative dry conditions 

have been persisted in this region since 1968 due mainly to a 

decline in rainfall during August, the wettest month. Drought 

has probably been less severe in this region during the late 

rather than the early 1970’s because of better rainfall early in 

the season. [4] report significant periodicities for some 

African regions, notably Sahel and South –Africa, for the 

data up to the mid 70’s, since then some regions (e.g West 

Africa) have suffered drastic changes like prolonged 

droughts, they therefore, conducted a power spectrum 

analysis for the series reported by Nicholson. [5] conducted a 

comparison of six rainfall –runoff modeling approaches to 

stimulate daily, monthly and annual flows in eight 

unregulated catchment. They concluded that time series can 

provide adequately estimates of monthly and annual yields in 

the water resources of the catchments. [6] employed an 

intervention model for average 10days stream flow forecast 

and synthesis which was investigated by to deal with the 

extraordinary phenomena caused by typhoons and other 

serious abnormalities of the weather of the Tanshui River 

basin in Taiwan. Time series analysis was used by [7] to 

detect changes in the components of a number of rainfall 

times. [8] studied analysis of temporal rainfall in Isreal. [9] 

studied the time series of standardized (normalized) 

deviations of annual mean rainfall in Ghana for the period 
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1961-1998, the rainfall trend was plotted using data for 

30stations, to check for periodicity, the time series was 

subjected to a power spectrum analysis using the Maximum 

Entropy Spectral Analysis (MESA) techniques.  

[10] in this study monthly and annual total precipitation 

records of the lberian peninsula were analysed for trend in 

order to take into account seasonality and serial correlation, the 

different months were considered separately. The precipitation 

series were observed at forty meteorological stations scattered 

all over the lberian peninsula. The wald and wolfowits (1943) 

was applied to the series in order to detect serial correlation 

and Mann kendall test was also applied to detect possible 

trends in the series. No significant global trend was found in 

annual total precipitation series. The only trend observed was a 

downward trend in twenty one of the forty series of monthly 

total precipitation only for the month of March. 

[11] examined the rain day series in Nigeria for 

periodicities fluctuations and trends for four regions arranged 

from South to North (the coastal, guinea savanna, midland 

and sahelian zones) based on the data collected for the period 

of 1919-1985. A significant decline was found on annual rain 

days for each zone of the country from 1939-1985 and also 

during the recent period, 1968-1985. This decline was found 

to begin in July in Sahel, thereafter extending to the midland 

in August and still further southwards to embrace the guinea-

savannah zone by September and October. 

Ibadan, the capital of Oyo state and is the largest city in 

West Africa South of the Sahara. it is situated in the South 

Western part of Nigeria, according to [12] It lies between 

latitude 7
0
 54

1
 North of equator and longitude 3

0
 54

1
 of the 

Greenwich Meridian. The city is elevated at about 234 metres 

above the sea level and it is situated on gently rolling hills 

running in a northwest and southwest direction. It has an 

estimated population of about 5million in 2006 census and a 

total land area of about 3123km
2
. It experiences tropical 

humid condition and has two distinct seasons, the wet season 

(March-October) which is controlled by Tropical Maritime 

Air mass from Atlantic Ocean and dry season (November-

March) which is controlled by Tropical Continental air mass 

from Sahara desert.  

[13] defines climate change as a significant and lasting 

change in the statistical distribution of weather patterns over 

periods ranging from decades to millions of years; noting that 

change in average weather conditions and change in climatic 

conditions of any geographic area may be caused by factors 

such as biotic processes, variations in radiation received by 

earth, plate tectonics and volcanic eruptions.  

[14] examined rainfall seasonality in Niger Delta region of 

Nigeria, using both monthly and annual rainfall data from 

1931 to 1997. The cumulative index analysis and the 

percentage of mean were employed for the study. The result 

indicates a wet season with over 95% of the total annual 

rainfall in the area. It showed a long wet season from 

February/March to November and a short dry season from 

December to January/February. It is noted that variation of 

rainfall in the locality could probably be as a result of rainfall 

determinant factors different from inter tropical discontinuity. 

[15] fitted various probabibility distribution models to various 

rainfall and runoff for the Tagwai dam in Minna, Niger state, 

Nigeria to evaluate the model that was best suitable for the 

prediction of their values and subsequently using the best 

model to predict for both the expected yearly maximum daily-

rainfall and yearly maximum daily-runoff at some specific 

return periods. The normal distribution model was found most 

appropriate for the prediction of yearly maximum daily-rainfall 

and the log-Gumbel distribution model was the most 

appropriate for the prediction of yearly maximum daily runoff. 

[16] used Akaike Information criterion (AIC) to model the 

annual climate change and its attendant effect using relative 

humidity, the results of their analysis show that AR(2) gives 

the best order that fits the model. [17] used Box-Jenkins 

approach to model quarterly rainfall in Nigeria using Edo 

state for a period of 38years as a case study and test for their 

models show that ARIMA (1,0,1) (0,1,1) was chosen for the 

series since it has the least RMSE. 

2. Methodology 

The study make use of the quarterly rainfall distribution in 

Ibadan for the period of forty three years (1971 to 2013) 

obtained from Nigeria Meteorological Agency (NIMA) 

quoted in Central Bank of Nigeria (CBN) bulletin. An 

Information Criterion (Akaike) approach was used to 

determine the best model order of AR, MA and. ARMA. 

These models were used to forecast the quarterly amount of 

rainfall for a period of five years. 

2.1. The Purely Random Process 

This is a sequence of uncorrelated, identically distributed 

random variables with zero mean and constant variance and it 

is the simplest type of model used as a building block in many 

other models. This process is stationary and it is also known as 

White noise, the error process or innovation process.  

The term white noise arises from the fact that a frequency 

analysis of the model shows that in analogy with white light 

all frequencies enter equally. It is denoted by 
t

ε . 

A stochastic process 
t

ε  is said to white noise process; if it 

is drawn from a fixed distribution usually assumed normal, if 

the following conditions hold: 

a. ( )t
E 0ε =  for all values of t 

b. ( ) 2

t
Var εε = σ   

c. ( )t s
E ε ε  = 0 for all values of t ≠ s 

2.2. The Random Walk Process 

A random walk is defined as a process where the current 

value of a variable is composed of the past value plus an 

error term defined as a white noise. The random walk model 

is given by: 

t t 1 t
X X −= + ε

 

It can be shown that the mean of a random walk process is 
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constant but its variance is not. Therefore, a random walk 

process is non-stationary and its variance increases linearly 

with time, t. In practice, the presence of a random walk 

process makes the forecast process very simple since all the 

future values of Xt+s for s > 0, is simply Xt. 

2.3. The General Linear Process 

A time series Xt is said to follow a general linear process if 

it satisfies the difference equation defined by  

( )

( )

y
2

t t 1 t 1 2 t 2 i

i 1

t

k 2

t t k 2

X ...

E X 0

Cov Y ,Y
1

− −
=

−

= ε + ϕ ε + ϕ ε + = ϕ < ∞

=

ϕ σ ε=
− ϕ

∑

 

2.4. Autoregressive Process (AR) 

A time series Xt is said to follow an autoregressive process 

of order P i.e AR(P), if it is a weighted sum of the past P 

values plus a random shock so that,  

t 1 t 1 2 t 2 p t p t
X X X ... X− − −= ϕ + ϕ + + ϕ + ε              (1) 

The value at time t depends linearly on the last p values 

and the model looks like a regression model hence, the term 

autoregression. Using the backward shift operator B such that 

t t 1
BX X ,−=  the AR(P) model may be re-written as  

( ) t t
B Xϕ = ε  i.e 

( )

t 1 t 1 2 t 2 p t p t

2 P

t t 1 t 2 t p t

2 P

t t 1 2 p

X X X ... X

X BX B X ... B X

X B B ... B

− − −= ϕ + ϕ + + ϕ + ε

ε = − ϕ − ϕ + + ϕ

ε = ϕ − ϕ − − ϕ
 

Hence t t
BXε = ϕ  

where ( ) 2 P

1 2 p
B 1 B B ... Bϕ = − ϕ − ϕ − − ϕ  

The first order AR process, AR(1) is 

t 1 t 1 t
X X −= ϕ + ε                                 (2) 

If 1,ϕ =  then the model in equation (2) reduces to a 

random walk as in equation (1) when the model is non 

stationary. With 1,ϕ >  then the series becomes explosives, 

hence non-stationary. However, if 1,ϕ <  it can be shown 

that the process is stationary with ACF given by 
k

k
= ϕℓ  for 

k = 0, 1, 2, … thus the ACF decreases exponentially. 

2.5. Moving Average Process (MA) 

A process is said to be a moving average process of order 

q, MA (q) if it is a weighted sum of the last random shocks 

i.e  

t t 1 t 1 2 t 2 p t p
X ...− − −= ε + θ ε + θ ε + + θ ε                 (3) 

Using the backward shift operator B, it may be written as  

t t
X (B)= θ ε  i.e 

2 p

t t 1 t 2 t p t
X B B ... B= ε + θ ε + θ ε + + θ ε  

( )2 p

t t 1 2 pX 1 B B ... B= ε + θ + θ + + θ  

Hence,  

t t
X (B)= θ ε  

where, 
2 q

1 2 q
B 1 B B ... Bθ = + θ + θ + + θ  

A finite order MA process is stationary for all parameters 

values. However, it is customary to impose a condition on the 

parameter values of an MA model, known as invertibility 

condition to ensure that there is a unique MA model for a 

given ACF.  

Suppose t t
Z Z′=  are independent purely random process 

and that (1,1)θ ∈  then two MA process defined by  

t t 1 t 1
X Z −= + ϕ ε  and 

1

t t t 1
X −

−′ ′= ε + θ ε  have exactly the 

same ACF. Thus, the polynomial ( )Bθ  is not uniquely 

determined by the ACF. As a consequence given a sample 

ACF, it is not possible to estimate a unique MA process from 

a given set of data without putting some constraint on what is 

allowed.  

To resolve this ambiguity, it is usually required that the 

polynomial ( )xθ  has all its roots outside the unit circle.  

Equation (3) can be re-written as  

t j t j t

j 1

X X −
≤

= π = ε∑  

for some constraints j
π  such that  

j

j 1≤

π < ∞∑  

i.e we can invert the function taking the t
ε  sequence to the 

t
X  b sequence and recover t

ε  from present and past values 

of t
X  by a convergent sum. 

Note that AR, MA and ARMA processes are used on 

stationary time series. 

2.6. Autoregressive Moving Average Processes (ARMA) 

This is a mixed Autoregressive Moving Average model 

with p, AR terms and q, MA terms i.e ARMA (p,q). This is 

denoted by: 

( ) ( )t t
B X Bϕ = θ ε  

( )2 p

t 1 2 pX 1 B B ... B− ϕ − ϕ − + ϕ = 

( )2 q

t 1 2 q1 B B ... Bε + θ + θ + + θ                     (4) 
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where ( ) ( )B Bϕ = θ  are polynomials in B of finite order p,q 

respectively. Equation (4) has a unique causal stationary 

solution provided that the roots of ( )xθ  lie outside the unit 

circle. Using ARMA processes, many real data sets may be 

approximate in a more parsimonious way by a mixed ARMA 

model rather than a pure AR or MA process. 

2.7. Model Selection Criteria 

The Akaike’s (1973) Information Criterion is used for 

model selection. The criterion says to select the model that 

minimizes:  

AIC = -2 log (maximum likelihood) + 2k 

where k =p + q + 1, if the model contains an intercept or a 

constant term and k = p + q otherwise. The addition of the 

2(p + q + 1) or 2 (p +q) serves as a ‘penalty function’ thus 

ensuring the selection of a parsimonious model. K is the 

number of parameters in the model. The value of k yielding 

the minimum AIC specifies the best model. The lower the 

AIC value, the better the model fit. AIC balances the error of 

the fit against the number of parameters. 

3. Discussion of Results 

Time plot of the original series of quarterly rainfall in 

Ibadan is shown on the figure below. 

 

Figure 1. Time plot of quarterly distribution of rainfall in Ibadan. 

Table 1. Autocorrelation (AC) and Partial correlation (PAC) of Rainfall distribution in Ibadan. 

Autocorrelation Partial Correlation  AC PAC Q-Stat Prob 

.|. | .|. | 1 0.056 0.056 0.5279 0.467 

*****|. | *****|. | 2 -0.660 -0.665 73.723 0.000 

.|. | .|** | 3 0.036 0.244 73.946 0.000 

.|***** | .|**** | 4 0.735 0.494 165.88 0.000 

.|. | .|. | 5 0.053 0.041 166.36 0.000 

*****|. | *|. | 6 -0.633 -0.163 235.38 0.000 

.|. | .|. | 7 -0.023 -0.028 235.47 0.000 

.|**** | .|. | 8 0.599 -0.011 298.12 0.000 

.|. | *|. | 9 0.009 -0.096 298.14 0.000 

*****|. | *|. | 10 -0.632 -0.191 368.82 0.000 

.|. | .|* | 11 -0.016 0.086 368.86 0.000 

.|**** | .|. | 12 0.535 -0.033 420.21 0.000 

.|. | .|. | 13 -0.015 0.004 420.25 0.000 

****|. | .|. | 14 -0.578 -0.060 480.79 0.000 

.|. | .|* | 15 0.032 0.148 480.98 0.000 

.|**** | .|. | 16 0.547 0.064 536.00 0.000 

0
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Autocorrelation Partial Correlation  AC PAC Q-Stat Prob 

.|. | .|. | 17 -0.038 -0.027 536.26 0.000 

****|. | *|. | 18 -0.591 -0.204 601.45 0.000 

.|. | .|. | 19 0.020 -0.048 601.53 0.000 

.|**** | .|* | 20 0.619 0.165 673.87 0.000 

.|. | .|* | 21 0.006 0.106 673.88 0.000 

****|. | .|. | 22 -0.585 -0.008 739.50 0.000 

.|. | .|. | 23 -0.014 -0.044 739.54 0.000 

.|***** | .|* | 24 0.627 0.074 815.96 0.000 

.|. | .|. | 25 0.020 -0.048 816.03 0.000 

****|. | *|. | 26 -0.593 -0.066 885.32 0.000 

.|. | .|. | 27 -0.015 0.028 885.36 0.000 

.|**** | .|* | 28 0.620 0.086 962.23 0.000 

.|. | .|. | 29 0.038 0.026 962.52 0.000 

****|. | .|. | 30 -0.569 0.037 1028.2 0.000 

.|. | .|. | 31 -0.024 0.001 1028.3 0.000 

.|**** | .|. | 32 0.543 -0.062 1089.2 0.000 

.|. | .|. | 33 0.021 -0.034 1089.3 0.000 

****|. | .|. | 34 -0.530 0.017 1148.0 0.000 

.|. | .|. | 35 0.020 0.073 1148.1 0.000 

.|**** | .|. | 36 0.530 0.052 1207.9 0.000 

Fitting AR models of order one to five; the results are as follow: 

t1 t 1 t
For AR(1) : X 0.053037X −= + ε  

t 2 t 1 t 2 t
For AR(2) : X 0.092046X 0.679648X− −= − + ε  

t3 t 1 t 2 t 3 t
For AR(3) : X 0.276033X 0.706737X 0.268859X− − −= − + + ε  

t 4 t 1 t 2 t 3 t 4 t
For AR(4) : X 0.147154X 0.346345X 0.124590X 0.514760X− − − −= − + + + ε  

t5 t 1 t 2 t 3 t 4 t 5 t
For AR(5) : X 0.129571X 0.348091X 0.130487X 0.510936X 0.026908X− − − − −= − + + + + ε  

Fitting an MA models of order one to five; the results are as follows 

t1 t t 1
For MA(1) : X 0.561435 −= ε − ε

 

t 2 t t 1 t 2
For MA(2) : X 0.1717 0.4162− −= ε − ε + ε  

t3 t t 1 t 2 t 3
For MA(3) : X 0.3067 0.3686 0.6143− − −= ε + ε + ε − ε  

t 4 t t 1 t 2 t 3 t 4
For MA(4) : X 0.027468 0.390859 0.244757 0.585666− − − −= ε − ε + ε − ε − ε  

t5 t t 1 t 2 t 3 t 4 t 5
For MA(5) : X 0.234444 0.295000 0.075771 0.595045 0.296638− − − − −= ε − ε + ε − ε − ε − ε

 
The results of the analysis for ARMA models are given below 

t t 1 t t 1
For ARMA(1,1) : X 0.35403X 0.755460− −+ = ε − ε  

t t 1 t 2 t t 1 t 2
For ARMA(2,2) : X 0.000702X 1.002992X 0.007155 0.978525− − − −− + = ε − ε − ε  

t t 1 t 2 t 3 t t 1

t 2 t 3

For ARMA(3,3) : X 0.771295X 1.004168X 0.772825X 0.637759

0.978525 0.620270

− − − −

− −

− + − = ε + ε
− ε + ε

 

t t 1 t 2 t 3 t 4

t t 1 t 2 t 3 t 4

For ARMA(4,4) : X 1.641763X 1.887094X 1.646707X 0.885454X

1.660424 1.953424 1.619103 0.950207

− − − −

− − − −

− + − +
= ε + ε − ε + ε − ε

 

t t 1 t 2 t 3 t 4 t 5

t t 1 t 2 t 3 t 4 t 5

For ARMA(5,5) : X 0.467994X 0.29428X 0.247408X 0.710102X 0.223763X

0.665685 0.406908 0.4002558 0.562717 0.256816

− − − − −

− − − − −

+ + + − −
= ε − ε − ε − ε + ε + ε

 

The AIC is a way of selecting a model from a set of 

models. The chosen model is the one that minimizes the 

Kullback-Leibler distance between the model and the truth. It 

is based on information theory, but a heuristic way to think 

about it is as a criterion that seeks to a model that has a good 

fit to the truth but few parameters. It is defined as:  

2

k
AIC N ln 2k= σ +  

Where k is the no of model parameters 2

k
σ  is the 
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maximum likelihood of residual variance and N is the no of 

observations. 

The table below shows the R Square, Log likelihood and 

AIC of order of AR, MA and ARMA models. 

Table 2. Summary of results of AR, MA and ARMA processes. 

Model /Order R- Square Log likelihood AIC 

AR(1) 0.002794 -1165.899 13.65964 

AR(2) 0.458302 -1107.626 13.0631 

AR(3) 0.495337 -1095.493 13.01176 

AR(4) 0.630359 -1062.913 12.71325 

AR(5) 0.628732 -1056.921 12.84161 

MA(1) 0.105001 -1163.188 13.54870 

MA(2) 0.271555 -1145.480 13.35442 

MA(3) 0.334120 -1137.757 13.27624 

MA(4) 0.48718 -1115.305 13.02681 

MA(5) 0.492867 -1114.336 13.02716 

ARMA(1,1) 0.152751 -1151.966 13.50837 

ARMA(2,2) 0.676915 -1063.709 12.57304 

ARMA(3,3) 0.692289 -1053.606 12.55155 

ARMA(4,4) 0.708530 -1042.955 12.52327 

ARMA(5,5) 0.695864 -1040.267 12.59002 

Note: The figures in bold signifies the models with minimum AIC 

The best model for AR model is AR(4) with minimum 

AIC value of 12.71325, for MA model, MA(4)is better with 

minimum AIC of 13.02681 while for ARMA model, 

ARMA(4, 4) proved to be better with minimum AIC value of 

12.52327. Hence, among the three models, the ARMA(4,4) is 

chosen to be the best model, since it has the minimum AIC, it 

is therefore, used to forecast for the next five years as shown 

in Table 3. 

Table 3. The forecast values of quarterly rainfall distribution in Ibadan from 

first quarter, 2014 to fourth quarter, 2018. 

YEAR/QUARTER ARMA(4,4) 

2014 Q1 90.63686 

Q2 493.2966 

Q3 558.4440 

Q4 154.5609 

2015 Q1 89.21547 

Q2 494.3258 

Q3 559.8697 

Q4 153.5285 

2016 Q1 87.78543 

Q2 495.3613 

Q3 561.3041 

Q4 152.4899 

2017 Q1 86.34669 

Q2 496.4030 

Q3 562.7472 

Q4 151.4450 

2018 Q1 84.89919 

Q2 497.4512 

Q3 564.1991 

Q4 150.3936 

4. Summary and Conclusion 

The analysis of the data used for this study was carried out 

by using E-view statistical package. It is discovered from the 

original data that there was a variation and fluctuation in the 

rainfall distribution over the years in Ibadan. The 

autocorrelation (AC) and partial autocorrelation (PAC) values 

in Table 1 indicate positive and negative value, that is, even 

and odd function which makes one to conclude that the 

quarterly turnover is not stable due to the occurrence of 

different variation. The auto-regressive model of order four 

AR(4), moving average of order four MA(4) and 

autoregressive moving average of order two ARMA(4,4) 

have minimum AIC values. In overall, the ARMA (4, 4) 

proved to be the best fit since it has the least AIC values of 

12.52327 among the models, hence the model is used to 

predict for the next five years in quarters. 

From the findings, the forecast values generated show that 

for ARMA model, it is expected that the distribution of 

rainfall in Ibadan will gradually increase from first quarter, 

reach its peak in third quarter and gradually decrease in the 

fourth quarter. 
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