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Abstract: In many sampling situations, researchers come across variety of data. These data are largely affected by the parent 

distribution. There are characteristics which some data share based on the parent distribution. These characteristics define their 

distribution as well as their behavior. The use of auxiliary variable in estimating a study variable has been on the increase. 

Auxiliary variable has been used in estimating population means as well as variances. The variance is very sensitive to 

distribution. Thus, estimating the variance using auxiliary variable might lead to some unexpected results. Hence the need to 

check the effect of the distribution of the performances of some selected classes of variance estimators. Twelve estimators were 

selected for comparison. Eight distributions were considered using simulation study. The selected distributions are: Normal, 

Chi-square, Uniform, Gamma, Exponential, Poisson, Geometric and Binomial. A population size of 330 was used while 

sample size of 30 was considered using simple random sample without replacement. The estimators were compared using Bias, 

and Mean Square Error. The performances of the estimators vary in some distributions. The gamma and exponential 

distributions showed wide variability. The performances of the estimators based on Bias is the same as that based on Mean 

Square Error. The Mean Square Errors were ranked. The best estimator is t1 followed be t10 and t12. The results showed that the 

estimators are not distribution free. 
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1. Introduction 

Sampling is the systematic process of selecting a 

representative part of a population for study so that 

inferences could be made about the entire population. Among 

the advantages of sampling are that it can save cost and 

human resources. One of the disadvantages is that sampling 

process only enables a researcher to make estimation about 

the actual situation instead of finding the real truth. The 

objective of selecting a sample is to achieve maximum 

accuracy in one’s estimation within a given sample size and 

to avoid bias. This is important as bias can attack the 

integrity of facts and jeopardize one’s research outcome. 

Bias is the tendency of a statistic to systematically over-

estimate or under-estimate a population parameter. It is the 

difference between the expected value of the estimator and 

the true value of the parameter being estimated. Bias can 

occur due to unrepresentativeness of the sample (section 

bias), poor measurement process (response bias), and so on. 

Increasing sample size tends to reduce sampling error which 

is the variability among statistics from different samples 

drawn from the same population. However, increasing the 

sample size does not affect survey bias; a large sample 

cannot correct the methodological problems that produce 

survey bias. 

Another concept used in assessing the performance of an 

estimator is the Mean Squared Error (MSE). Mean Squared 

Error is quite important for relaying the concept of precision, 

bias and accuracy during statistical estimation. Mean Squared 

Error (MSE) is defined as the average of squares of errors; 

error is the difference between the attribute which is to be 

estimated and the estimator. It can be referred to as the 
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second moment of the error measured about the origin. It 

incorporates both variance and bias of the estimator. If an 

estimator is unbiased, then its MSE is the same as it variance. 

The estimation of the population mean is a consistent issue 

in sampling practice and efforts have been made to improve 

the precision of the estimates. The literature on survey 

sampling describes a great variety of techniques for using 

auxiliary information by means of ratio, product and 

regression methods. Particularly in the presence of multi-

auxiliary variables, a wide variety of estimators have been 

proposed, following different ideas, and linking together 

ratio, product or regression estimators each one exploiting 

the variables one at a time. 

[31] was the first author to deal with the problem of 

estimating the mean of a survey variable when auxiliary 

variables are made available. He suggested the use of 

information on more than one supplementary characteristics, 

positively correlated with the study variable, considering a 

linear combination of ratio estimators based on each auxiliary 

variable separately. The coefficient of the linear combination 

was determined so as to minimize the variance of the 

estimator. Analogously to [38] gave a multivariate expression 

of [28] product estimator, while [34] suggested a method for 

using auxiliary variables through a linear combination of 

single difference estimators. [35] proposed new ratio 

estimator using two auxiliary variables in simple random 

sampling obtaining the Mean Square Error (MSE) equation 

of the proposed estimator and proposed estimator is more 

efficient than the traditional regression estimators suggested 

by [15]. [54] proposed a modified ratio type variance 

estimator for estimation of population variance of the study 

variable when the population median of the auxiliary variable 

is known, obtaining the Bias and the Mean Squared Error of 

the estimator and also derived the conditions for which the 

proposed estimator performs better than the traditional ratio 

type variance estimator suggested by [15]. [9] did a 

comparison of [54] estimators and obtain the best estimator. 

[22] proposed an improved estimator through well-known 

kappa technique using [58]. The large sample properties of 

the estimator were studied up to the first order of 

approximation. In their works the optimum value of the 

characterizing scalar kappa were obtained. They did 

comparison of their estimator with the existing estimators of 

population variance using secondary data and the results 

showed that the overall exiting mentioned estimators has 

lesser MSE as compared to other estimators. 

[17] proposed an estimator for the population variance 

using an auxiliary variable in simple random sampling 

obtaining the Mean Square Errors (MSE) equation of the 

proposed estimator and showing that the proposed estimator 

was more efficient than the traditional ratio type and 

regression estimator suggested by [14]. 

[16] suggested a generalized ratio type estimator for 

population variance of study variable utilizing information 

obtained from two auxiliary variables. They compared the 

new estimator efficiency with the generalized ratio product 

type estimator based on information from auxiliary variable 

under simple random sampling without replacement. 

Empirically, the estimator performed more efficiently 

compared to the usual unbiased estimator and its existing 

biased variance estimators under their derived conditions and 

for scalars and constants variable choice at which their Bias 

were also smaller in comparison. 

[38, 41] introduce some new estimators. [36] worked on a 

class of product-cum-dual to product estimators of the 

population mean in survey sampling using auxiliary 

information. Their study described huge variety of techniques 

for auxiliary information use to obtain improved estimators 

for estimating some of the most common population 

parameters such as population mean, proportion, ratio, etc. 

Their study provided a unified treatment towards the 

properties of different estimators comprising of Efficiency, 

Comparisons, and Comparisons of the proposed estimator 

with sample mean per unit estimator. Then they came up with 

the conclusion that the proposed class of estimators were 

more efficient than conventional estimator and estimators 

given by [53] under the effective ranges of α along with its 

optimum values. 

[47] addressed the problem of estimating finite population 

variance using auxiliary information in simple random 

sampling. A ratio-cum-difference type class of estimator for 

population variance was suggested with its properties under 

large sample approximation. It was showed that the 

suggested class of estimator was more efficient than usual 

unbiased, difference, [6, 13, 50, 18], and other 

estimators/classes of estimator. 

[37] introduced an exponential ratio-type estimator for the 

population variance and compared its Mean Square Error 

(MSE) with MSE of some of the existing estimators, then 

came up with correct MSE expression, up to the first order of 

approximation of same estimator whereby had comparison 

by taking the corrected expression of Mean Square Error and 

having also the corresponding exponential ratio type 

estimator for the population variance under double sampling 

technique. 

[40] also made known new classes of estimators in 

estimating the finite population mean under double sampling 

in the presence of non-response when using information on 

fractional raw moments having the MSE derived up to the 

first degree of approximation. Showing that a proposed class 

of estimators performs better than the usual mean estimator, 

ratio type estimators, and [42] estimator. 

[45] suggested some new estimators for the ratio and 

product of two means by utilizing information on auxiliary 

variable for the situations where measurement errors were 

present. They analyzed the influence of measurement errors 

on the biases of their proposed estimators and found that the 

biases of some of the suggested estimators were affected by 

measurement errors. 

The problem of finding unbiased ratio estimators of the 

population total of some character with the help of an 

auxiliary character has drawn much attention in recent years 

[38]. Under commonly adopted sampling schemes [12, 10, 

25] and others derived certain unbiased ratio type estimators 
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of the population total, while [23, 26, 7, 29] gave 

modifications of certain sampling schemes under which their 

ratio estimators type were unbiased. The former authors 

group was primarily concerned with getting new unbiased 

ratio estimators type under common sampling schemes. 

While the later group was concerned with introducing small 

modifications in certain modified sampling schemes enabling 

the usual ratio estimates of these sampling schemes become 

unbiased under the modified sampling schemes together with 

their extensions were applied. 

[29] gave a general procedure of some unbiased estimation 

parameters type which include population total and variance 

etc and showed how a given sampling scheme can be 

modified to make ratio estimators of such parameters 

unbiased. The modification could basically be applied to 

commonly used sampling schemes been met in practice and 

also shown that if in these modified sampling schemes a 

sufficient statistic is available [as in those of with 

replacement sampling schemes, reference [1] and [33] and if 

the ratio estimator does not depend on the sufficient statistic, 

then it could uniformly improve by Rao-Blackwell theorem. 

[43] worked on some estimators for estimating the 

population variance using an auxiliary attribute suggesting a 

generalized class of estimators based on the adaption of the 

estimator for the population variance using information on an 

auxiliary attribute in simple random sampling. The properties 

of the suggested class of estimators were derived and 

asymptotic optimum estimator identified with its properties. 

The large numbers of known estimators were members of the 

suggested generalized class and it was shown that proposed 

generalized class of estimators were more efficient than usual 

unbiased estimator, ratio, exponential ratio and regression 

estimator, estimator due to [46]. 

[20] proposed a modified ratio type estimator for finite 

population variance using the variables transformation where 

by his proposed estimator performed better the suggested 

existing estimators. 

[48] proffered new estimators class for estimating 

population variance in auxiliary attribute presence, obtained 

their Bias and Mean Squared Error (MSE) then showed that 

the proffered estimator was more efficient compared to the 

estimated estimators. 

[54] proposed estimator using real data to checkmate its 

(estimator) performance and had that the Bias and Mean 

Squared Error (MSE) of their proposed estimator performed 

better than the Biases and Mean Squared Error of traditional 

and existing estimators. 

[8] compared thirty eight ratio estimators using bias and 

MSE. They simulated from six distributions, Hyper-

geometric, Normal, Exponential, Uniform, Binomial and 

Chi-square using sample sizes of 17, 25, 39, 50 and 100. 

They concluded that some estimators are affected by sample 

sizes whereas the best estimator, estimator twenty-four, was 

distribution free. 

[18] suggested a modified ratio type variance estimators 

using known coefficient of variation and coefficient of 

kurtosis of an auxiliary variable values. 

[40] improved [2] exponential ratio type estimator for the 

population mean and proposed an exponential ratio type 

estimator for the population variance estimation using linear 

combination of tri-mean and quartiles. 

[3] proposed a class of modified ratio type variance 

estimator for population variance of the study variable, 

obtained their Bias and Mean Squared Error (MSE) and had 

that the proposed estimator performed better than the existing 

estimators. 

[27] proposed a modified ratio type estimator of 

population variance using the study variable under simple 

random sampling without replacement by making use of the 

coefficient of Kurtosis and median of an auxiliary variable 

and obtained that the proposed estimator performed better 

than the existing estimators. 

[21] proposed a problem of population mean using random 

non-response for estimation improvement and had it 

performed efficient both in mean squared error terms and 

survey practices than its estimated counterpart. 

[54] also proposed a modified ratio type variance estimator 

for estimating the study variable having known the 

population median and Coefficient of Variation of an 

auxiliary variable in population variance. Derived the Bias 

and Mean Squared Error (MSE) of the proposed estimator 

and had that the proposed estimator performed than the 

traditional ratio type estimator variance estimator and 

existing ratio type variance estimator. 

The use of auxiliary variable in survey sampling has old 

history. The auxiliary variable has been efficiently used by 

numerous survey statisticians to increase the precision of 

estimates. [24, 9, 11, 39, 43, 49, 51, 55, 53, 44, 57]. The 

auxiliary information also plays very sufficient role of 

estimating techniques in survey sampling. [4] also introduced 

the regression as more efficient method of estimation in 

survey sampling. He also introduced the regression estimator 

as more efficient method of estimation in survey sampling. 

[52] had shown the efficient use of auxiliary information in 

improving the performance of estimator. The use of multiple 

auxiliary variables was discussed using the information on 

simple and multiple auxiliary variables. The estimation of the 

population mean is a persistent issue in sampling practice and 

many efforts have been made to improve the precision of the 

estimates. The literature on survey sampling describes a great 

variety of techniques for using auxiliary information by 

means of ratio product and regression methods. Particularly, 

in the presence of multi-auxiliary variables, a wide variety of 

estimators have been discussed, following different ideas, 

and linking together ratio product or regression estimators, 

each one exploiting the variable one at a time. 

2. Materials and Methods 

The values of the estimators will be computed using the 

estimators presented in Table 1. Data were simulated from 

eight distributions: Normal, Chi-square, Uniform, Gamma, 

Exponential, Poisson, Geometric and Binomial. The Bias of 

the estimators are as given in Table 1. The Mean Square 
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Errors (MSE) for each of the estimators are also given. A 

population size of 330 was considered and used for the 

simulation. A sample of size 30 was drawn from each 

population using Simple Random Sampling without 

replacement. The results obtained are presented in Table 2 – 

Table 4. The ranks of the estimators are presented in Table 5. 

Table 1. The Ratio Estimators. 

 Estimators Bias Constants 

1 �̂� = ��� 
��	

 ��� {(
� − 1)��	(�� − �����

���� )}, 0 

2 �̂� = ��� ������  
��	

 ��� {(
� − 1)	��	(�� − �	����

���� )} �� =1 

3 �̂� = ��� ���� + ��
��� + ��  ��	


 ��� {(
� − 1)	��	(�� − �����
���� )}, �� = ������ + 
�

 

4 �̂! = ��� ���� − "�
��� − "�  1 − #

$ ���	(
� − 1){	�!(�! − &�� − 1
�� − 1 )}, �! = ������ − "�

 

5 �̂' = ��� ���� − ��
��� − ��  1 − #

$ ���	(
� − 1)	{�'(�' − &�� − 1
�� − 1 )} �' = ������ − ��

 

6 �̂( = ��� ������ − "�
����� − "�  1 − #

$ ���	(
� − 1)	{�((&�� − 1
�� − 1 )}, �( = ���"������ − "�

 

7 �̂) = ��� ����"� − 
�
���"� − 
�  1 − #

$ ���	(
� − 1)	{�)(�) − *&�� − 1
�� − 1 +)}, �) = ���"����"� − ��

 

8 �̂, = ��� ���� + -�
��� + -�  1 − #

$ ���	(
� − 1)	{�,(�, − *&�� − 1
�� − 1 +)}, �, = ������ + -�

 

9 �̂. = ��� ���� + /���� + /�  
1 − #

$ ���	(
� − 1)	{�.(�. − *&�� − 1
�� − 1+)}, �. = ������ + /�

 

10 �̂�0 = ��� ���� + /���� + /�  
1 − #

$ ���	(
� − 1)	{��(��0 − *&�� − 1
�� − 1+)}, ��0 = ������ + /�

 

11 �̂�� 	= ��� �"���� + -�"���� + -�  
1 − #

$ ���	(
� − 1)	{���(��� − [(&�� − 1
�� − 1 )}, ��� =	 "����

"���� + -�
 

12 �̂�� = ��� ������ + -������� + -��  
1 − #

$ ���	(
� − 1), ℓ∗{ℓ∗ − &�� − 1
�� − 1 )}, ��� =	 �����

���� + -��
 

2.1. Mean Square Errors (MSE) of the Estimators 

-�4	(��) 	= 567	((��) = 	 ��	
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� − 1) +	(�� − 1)	��[�� − 2	[(�����

���� )}, 
=	 ��	
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���� )} = 
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@����� 
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MSE (�)) 	= 	 ��	
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MSEG�HIJ� K = 	 ��	

 ��� {(
� − 1), ���(
� − 1)	[��� − 2	[(�����

���� )}, 9ℎ;7;	��� =	 ��@��
�@��AD�� 

2.2. Constants 

���(���) 	= 	LMNOP6�QM$(�6RNP;)	S67Q6$T;	M#	U, 

		���(���) = 	LMNOP6�QM$(�6RNP;)	S67Q6$T;	M#	V U	W (XY)= LMNOP6�QM$(�6RNP;)-;6$	M#	U. 	V	W (�̅)= LMNOP6�QM$(�6RNP;)-;6$	M#	V.	 ���� =	Covariance between Y and X 

Defining parameters as follows; 

\]^	 =	∑ (X` − XY	)] 	= 	 (X` − XY	)�
̀a� b − 1  

&�� =	 \]^
\�0

]' \0�
]'

 

where 

	\�0 	= 	 ���, \�0 =	���	6$c	\��	��X; 
&�� =	 \��\�0\0� , &�� =	 \��

\�0\0�
��

 

such that; 

"� =	 @e��Y� = 
f�g
�Y�  is the coefficient of variation of the study variable y 

"� =	 @���̅� = 
f�g
�̅�  is the coefficient of variation for the auxiliary variable x and 

"�X = 	 @�e
@�@e 	= 	 f�

hf�g hf�g , coefficient of correlation between x and y 

�(X) = 	 &!0 	= 	 �ig
��g�  Coefficient of kurtosis for the study variable, �	(�) = 	 &0! = =	 �ig

�g��  

Coefficient of kurtosis for the auxiliary variable where kurtosis (�)  is expressed as � = 	 j	(��f)i
(j(��f)�)�  = 

fi
ki , where E = 

expectation operation, \ = R;6$, \! 	= �ℎ;	#MO7�ℎ	RMR;$�	6lMO�	�ℎ;	R;6$	6$c	m = ��6$c67c	c;SQ6�QM$, /� 	=
1��	nO67�QP;, /] 	(
A�

! )/�	3(
A�
! )/� 	= 37c	nO67�QP;	P69�;c	/�	(
A�

! ) 

3. Results 

Table 2. Estimates for the Twelve Estimators for 8 Distributions. 

EST. Chi -Square Uniform Normal Gamma Exponential Poison Geometric Binomial 

T1 42.490 18.918 3.610 4.137 47.260 28.133 8.189 3.903 

T2 28.995 15.922 4.765 2.523 63.704 27.395 7.452 3.184 

T3 29.847 16.194 4.168 3.374 58.297 27.466 7.823 3.470 

T4 4.252 8.896 1.785 4.245 20.848 26.799 8.282 3.950 

T5 28.019 15.590 -12.593 18.250 79.490 27.309 63.826 1.776 

T6 25.361 14.388 5.926 4.873 65.071 27.275 13.393 4.039 

T7 28.963 15.901 5.083 2.498 63.819 27.390 7.441 3.177 

T8 32.929 17.655 3.691 2.999 60.882 27.816 7.666 3.523 

T9 32.386 17.572 3.693 2.843 61.795 27.798 7.616 6.075 

T10 8.447 8.447 8.447 8.447 8.447 8.447 8.447 8.447 

T11 29.182 16.180 3.924 2.533 63.655 27.461 7.456 7.233 

T12 38.648 18.767 3.617 2.743 62.379 28.091 7.556 5.433 

Table 3. Bias for the Twelve Estimators for 8 Distributions. 

BIAS Chi-square Uniform Normal Gamma Exponential Poison Geometric Binomial 

T1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
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BIAS Chi-square Uniform Normal Gamma Exponential Poison Geometric Binomial 

T2 2.698 1.082 0.387 0.389 36.400 2.898 1.531 0.503 

T3 2.306 0.913 0.142 0.061 19.914 2.438 0.386 0.310 

T4 700.900 23.611 4.714 -0.002 827.738 8.509 -0.002 -0.019 

T5 3.217 1.315 8.647 0.423 88.292 3.521 104.011 1.049 

T6 5.115 2.457 0.908 0.006 40.820 3.782 20.293 -0.023 

T7 2.714 1.095 0.530 0.409 36.772 2.937 1.579 0.508 

T8 1.253 0.276 0.011 0.150 27.545 0.737 0.765 0.271 

T9 1.404 0.302 0.012 0.208 30.361 0.801 0.918 0.332 

T10 -14.351 -2.830 -0.028 0.010 -52.581 -9.428 -0.223 -0.165 

T11 2.625 0.972 0.130 0.383 36.248 2.547 1.513 0.498 

T12 0.268 0.023 0.001 0.255 32.191 0.055 1.119 0.230 

Table 4. MSE for the Twelve Estimators for various Distribution. 

MSE Chi-Square Uniform Normal Gamma Exponential Poison Geometric Binomial 

T1 49.831 8.358 1.222 1.178 2794.639 65.686 11.905 2.030 

T2 154.965 36.499 3.265 2.407 4960.919 180.752 23.138 6.583 

T3 141.092 32.555 2.049 1.401 3997.753 164.163 14.985 4.988 

T4 21217.810 480.169 19.341 1.167 49390.860 374.170 11.763 1.745 

T5 173.061 41.832 39.857 2.167 7966.766 202.978 687.969 10.865 

T6 237.786 66.898 5.714 1.158 5218.071 212.196 141.305 1.360 

T7 155.505 36.814 3.948 2.465 4982.565 182.176 23.474 6.620 

T8 102.728 16.659 1.306 1.683 4444.561 99.518 17.736 4.652 

T9 108.358 17.362 1.309 1.862 4608.954 102.135 18.824 5.172 

T10 97.825 15.951 1.304 1.519 4230.944 97.208 16.243 4.099 

T11 126.641 33.377 1.720 2.163 4769.073 140.799 21.087 5.645 

T12 52.915 7.754 1.224 2.012 4700.726 66.214 19.995 2.501 

Table 5. Summary of Ranking. 

 Chi-Square Uniform Normal Gamma Exponential Poison Geometric Binomial Average Sum Overall Ranks 

T1 1 2 1 3 1 1 2 3 1.75 14 1 

T2 8 8 8 11 8 8 9 11 8.875 71 10 

T3 7 6 7 4 2 7 3 7 5.375 43 5 

T4 12 12 11 2 12 12 1 2 8 64 8 

T5 10 10 12 10 11 10 12 12 10.875 87 12 

T6 11 11 10 1 10 11 11 1 8.25 66 9 

T7 9 9 9 12 9 9 10 10 9.625 77 11 

T8 4 4 4 6 4 4 5 6 4.625 37 4 

T9 5 5 5 7 5 5 6 8 5.75 46 6 

T10 3 3 3 5 3 3 4 5 3.625 29 2 

T11 6 7 6 9 7 6 8 9 7.25 58 7 

T12 2 1 2 8 6 2 7 4 4.125 33 3 

 

4. Conclusion 

Using the Mean Square Error (MSE) as a basis for the 

comparison, the estimators where ranked and it could be 

observed that 

1. The overall best estimator irrespective of distribution is 

estimator T1, followed by T10 and T12 for second and 

third respectively. 

2. The estimators are affected by the distributions. This 

implies that when using the estimator, researchers 

should first check their data set for the distribution. 
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