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Abstract: We have been given new challenges by the “Information Age”. In the virtual world of cyber crime, cyber warfare 
and Big Brother, where the power of formal law is doubtful, where club law dominates, where we has had not enough time to 
develop well-established formal and informal rules yet, one of our greatest challenge is to form the new rules for the new 
world or, better to say, for ourselves. I have been collecting ICT related news for a long time. In this paper I provide a set of 
problematic fields and questions. These questions should be answered by ourselves, the sooner the better. It depends on us now 
whether we can form the new world of well-established rules, both written and unwritten, based on eternal human values – or 
the one in which human values will not play, a world without civilisation and culture. Now it is time to decide what kind of a 
basis the ethics of this new world will have, or whether it will have any ethics at all. 
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1. Introduction 

“Unwritten rules do exist and those people who sometimes 
make the written rules a little bit softer must strictly keep 
them.” (Rejtő) 

“We must catch a glimpse of the shadows of technical 
development, too, from the point of view of the prosperity 
and development of the human society. (...) Engineers must 
be responsible for the social impact of their work, too, but 
they can bear this responsibility only if they can take part 
even in the management of the production as well.” 
GézaPattantyús-Ábrahám, famous Hungarian mechanical 
engineer says. (Legeza, 2013.) 

Natural ethical rules (lexmoralisnaturalis) do exist, such as 
protecting life, for example, and these rules are permanent, 
do not change and cannot be overridden, not even by so-
called democratic votings. In addition to them there are 
subjective ethical rules created by mankind and these rules 
can change from time to time. Into this group the codes of 
ethics of different jobs go. 

Computer networks started at the very end of 1969. More 
than twenty years later the world wide web started. Some 
time after the millennium the internet changed: from a 
computer network it became a virtual world of the so-called 
Z-generation (and of elder generations as well;). A technical 

tool became an integral part of our everyday life: most of us 
(or at least most of the younger generation) cannot even 
imagine their life in a net-free world. The impact of the 
internet on the society is of so great importance as the steam 
engine was at the beginning of the industrial revolution. Or 
perhaps greater. This is a paradigm shift. 

Nowadays, because of the spreading of the new 
technology and its becoming integral part of our everyday 
life we face with a paradigm shift. Old rules of the traditional 
(physical, analogue) world do not work any more. 

If your car has been stolen, you will recognize it because 
you cannot find it in its place. This statement is true in the 
reverse direction, too: If your car is at the place where you 
left that you will know that is has not been stolen (yet). In the 
computerized world it is not necessarily true: you log in into 
your computer, you find all of your data there and it does not 
mean that your data have not been stolen – perhaps many 
times. Nor does it mean that your computer is only yours. 

You cannot guarantee that your personal computer is 
yours, not even if you can keep it under continuous physical 
supervision, even if there are no network interfaces in it. 
(Sanger, 2014). 

Virtual identities can more easily be stolen, so it is harder 
to believe the identity of your clients in the virtual world than 
in the physical one, let those “clients” be persons or 
computers. 
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If your car has been stolen there is at least one thing you 
may be sure of: the thief was physically a) on the spot b) in 
person c) at the moment of the theft. In your computer has 
been broken into the attacker need not be anywhere at any 
time for sure. 

When a traditional bomb blows up it ruins the surrounding 
area and itself. A computer virus, or malware in general, can 
be found, may be analysed, altered and then it can even be 
sent back to its original senders. (See the different clones of 
Stuxnet virus.) 

In these circumstances we have some problems of 
theoretical importance. 1. Can you even recognize that your 
computer has been broken into? 2. If yes, can you identify 
the attacker? 3. If yes, can you prove it? 4. Can the law 
protect your data and your virtual world? 

In addition: when you copied a music cassette (in a double 
cassette deck with high speed dubbing;) the quality of the 
copies was poorer and poorer. Even playing the cassette (or 
LP) decreased the quality of the analogue data holder. 
Analogue copying is a slow, quality-reducing, relatively 
expensive activity. In the digital world all the copies of a 
book or a song or a movie are of equal quality, the copying 
process needs nearly zero time and cost. To send the copies 
to any part of the world also needs nearly zero time and cost. 

So the paradigm is changing. The new, so-called virtual, 
world is coming into existence just now. The new era has 
brought us a lot of interesting questions and problems we 
must ask and must find answers for them, not only in 
particular but in general as well. What are we supposed to do 
in a lot of new situations? What are the concepts of wrong 
and right conduct in the new, virtual world? 

2. The Beginning of ICT Ethics 

The revolutionary new technology, the penetration of the 
new media, its becoming part of everyday life has caused a 
lot of social and cultural problems and new questions. As the 
formal (written) law can only follow the changes with less or 
rather more delay, ethics becomes more important in these 
times. Professor Pattantyús was right, his statement cited 
above is valid even today – and not only for mechanical 
engineers but IT-people as well. 

The birthday of the new era, naturally, cannot be decided 
unambiguously but if we are forced to select at least a year, 
probably the round 2000 could be named. The web project 
started in 1990, eBay in 1995, PayPal and Google in 1998, 
Facebook in 2004, YouTube in 2005 while the first electronic 
computer were built under and closely after the second world 
war. 

Ethical questions and problems soon appeared. Probably 
the first discussion of some ethical problems and rules were 
the Three Laws of Robotics by Isaac Asimov who published 
his science fiction short story Runaround in 1942 in 
Astounding Science Fiction. In this short story the Three 
Laws of Robotics were introduced: 

“A robot may not injure a human being or, through 
inaction, allow a human being to come to harm. 

A robot must obey the orders given it by human beings 
except where such orders would conflict with the First Law. 

A robot must protect its own existence as long as such 
protection does not conflict with the First or Second Laws.” 
(Asimov, 1950) 

As the robots in Asimov's short stories have positronic 
brains and in very different circumstances they somehow act 
nearly like human beings, these Three Laws can be 
considered the first introduction of some ethical or moral 
problems and questions that may appear in a automated (and 
computerized) world. Even if these short stories are not 
scientific publications in the original meaning of the 
expression. 

Then Norbert Wiener, mathematician and philosopher, 
professor at MIT, was among the first people who drew our 
attention to the new ethical problems. In his book “The 
Human Use of Human Beings: Cybernetics and Society” 
(published in 1950, revised and reprinted in 1954) he wrote 
about “the task of educating people about possible harms and 
future benefits that might result from computing and 
communications technologies.” (Hoven – Weckert, 2008). 
His works in computer ethics were ignored for decades, 
probably because he did not begin to use new keywords such 
as “computer ethics” or “information ethics”. The common 
use of these expressions were begun in (or by) the works of 
Maner. 

A little bit later, at the end of the 1970s, Walter Maner 
proposed to study the different ethical problems caused by 
the use of computers. By the middle of the 1980s computer 
ethics became an independent scientific field. 

In 1985 Moor's paper “What is computer ethics?” was 
published. He realized that, after the industrial revolution, a 
new revolution was going on, a computer revolution. He 
speaks about the “logical malleability and informational 
enrichment” of computers, i.e. “Computers are general 
purpose machines like no others. That is why they are now 
found in almost every aspect of our lives and that is why a 
computer revolution is taking place.” (Moor, 1998) He also 
uses the “global village” expression in this paper, at the time 
of the very dawn of the internet. 

After 9/11 ethics becomes more important. “for national 
intelligence agencies, human rights at times – but particularly 
post-9/11 – have presented a problem that lay in the way of 
realizing goals framed in relation to state security and, on 
such occasions, had to be overcome.” (Omand, 2013.). 

3. Questions ICT-Ethics Should Answer 

While normative ethics describes the moral course of 
action, applied ethics investigates what people are supposed, 
should (or prohibited) to do in specific situations. Some of 
these specialized fields are rather old, such as engineering 
ethics, while other fields are rather new, ICT-ethics for 
example. The specialized fields of ethics evolve as life brings 
newer problems and questions. Especially true this is for the 
ICT field of ethics, because a new world order always raise a 
lot of new problems. Some of them follow here. 
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3.1. Copyright – Music, Movie, Software 

As it is described above analogue copying music, movies 
or even books is (was) a time consuming process that 
decrease the quality level, too. There were pirated copies in 
those times, too, sometimes even in a business-like manner, 
but it was physically limited by the analogue technology. 
This limitation does not exist in the digital world of computer 
networks. What is more, everybody has the tools to make and 
distribute as many copies of an album or individual songs or 
movies (or anything digital) as they want. 

Record labels try to fight against the consequences of the 
new technology even today but it is important to see that they 
have not enough tools, technical and legal, for that fight in 
general. Pirate sites could be identified, found and closed, 
even their owners could be made pay compensation and 
could even be sent to jail. Pirate Bay, Megauploadare well-
known examples. After p2p (torrent) technology had been 
invented the situation became more complicated. It is 
impossible to criminalize a whole society, where everyone 
can download (and share) any music and movie. 

Big companies have the power to provide deterrent 
examples. See, for example, the filesharing case of Capitol 
Records v. Thomas-Rasset, in which social worker Jammie 
Thomas-Rasset was sentenced to one and a half million US 
dollars for sharing two dozen songs on a p2p network. More 
details of the case can be found on the homepage of 
Electronic Frontier Foundation (EFF, 2012). 

On the other hand the role of record labels also changes: 
the new business model in music industry is that bands 
themselves publish their music for free on their homepages 
or on YouTube, as a promotion to recruit (more) people to 
their concerts. Because selling CDs make nearly no profit for 
bands except the most famous ones. 

“... papers using actual file-sharing data, suggest that 
piracy and music sales are largely unrelated. In contrast, there 
is clear evidence that income from complements has risen in 
recent years. For example, concert sales have increased more 
than music sales have fallen.” (Oberhozer-Gee, Strumpf, 
2009). 

In Hungary a recent research found that about three 
quarters of the movies that could be accessed via torrent 
trackers were not available in cinemas at all or only very long 
time ago. (Bodó, Lakatos, 2010) So, in short, it is simply not 
true that one downloading equals to one less cinema ticket. 

Software is very different from music and movies especially 
because digital music and movies are new alternatives of 
ancient, analogue carrier/storage techniques while computer 
software is not a modern alternative of some older stuff. 

The situation with books is similar to movies. There are a 
lot of books that cannot be bought in hard cover nor in 
paperback and they will not be printed by the publisher 
company any more in the future. Should they be lost forever 
for the newer generations? 

It is good, obviously, for the individual person to 
download music and/or movies. The ethical questions are: Is 

it good to download and share music/movies for the society? 
And for the music bands and the film studios? Is it possible 
that free file-sharing makes greater benefit for the whole 
society than the possible and theoretical losses of the 
industry? If software is used to make money, for example an 
engineer uses AutoCAD, it is obvious that the software 
should be bought. But what if you want to test it whether it 
fits for your special purposes? What if a student wants to 
study how a particular software works? 

3.2. Content Filtering 

Content filtering or censorship is at least as old as literacy. 
It has always that way that some people decides what 
information the others may and/or must not receive. 
Sometimes it is useful and correct, for example it the duty 
and responsibility of parents do decide what they children are 
allowed to read or watch on TV. It is as obvious that there are 
rules to mark materials broadcasted on TV if they are not 
supposed to watch by underage children. 

The internet brought new challenges in this field, too. It is 
significantly harder to provide a perfect content filtering on 
the internet than it was in the world of printed materials. 
There are not too many printing houses while there are 
billions of computers connected to the internet and each of 
them may provide any (kind of) contents. 

The typical situations and ethical questions are the 
following. 

Parents decide what contents their children are allowed 
(and not allowed) to access. It is not the right of the parents 
but rather their duty to provide the proper circumstances for 
their children not only in the physical world but in the virtual 
as well. No public ethical questions, private ones may occur. 

At enterprises the management may decide the rules of the 
internet usage of the employees. In general, employees are 
supposed to work at their enterprises and on the equipment 
provided by their firm. It may be checked whether the rules 
are kept, in general. But what in case of BYOD, when 
employees “bring your own device” and the official and 
private use of user devices cannot be delimited? 

Elementary and secondary schools are required not only to 
teach the pupils but to give them intellectual, moral, and 
social education as well. On one hand the case of students 
and their schools is something like that of the employees and 
enterprises. Pupils are required to learn in school, so they are 
supposed to be under some teacher supervision both in and 
out of classes. What if the rules of the school are not the 
same as the rules of the family? Family rules should be of 
bigger importance but how could a school set and check 
different set of rules for individual pupils? 

The situation in state-financed institutions, such as 
libraries, universities, etc. is more interesting. Where are the 
limits of the freedom to reach information? Should the state 
or the local government finance the accessing of porn sites, 
The Terrorists' Handbook, etc. or not? Should they make 
effort to prevent access to unwanted content? Where does 
censorship begin? What if a team would carry out a research 
to find information hidden in porn pictures (steganography)? 
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What about the Great Firewall of China? 
Additionally, it it not a simple task to perform a perfect 

and efficient content filtering in computer networks. A 
blacklist of domain names or IP addresses could work well 
but such a blacklist cannot build up easily, there are billions 
of computers connected to the net... Keyword filtering is also 
problematic (typical porn abbreviation xxx can be fount in 
the name of the aic78xxx SCSI driver, the word “babes” 
appears as part of the name of the Babes-Bolyai University, 
etc.) Pictures, audio and video materials are more 
problematic technically, too. 

3.3. Freedom of Speech, Anonymity 

One can have less or more anonymity in the virtual world. 
In everyday situations people who use the internet can be 
identified even post factum, by the help of their internet 
service provider. Should the ISP give user data to the police? 
If the police provides a legal warrant? Formally yes, 
naturally, but what if the law is that of a dictatorship? 

If the police, having the appropriate warrant, is to 
confiscate a server that contains the data of a large number of 
guiltless users, too, what the ISP as an enterprise and the 
system administrator as a conscientious person are supposed 
to do? Is it their responsibility to (try to) prevent such 
situations? 

“Like any technology, anonymity can be used for both 
good and bad purposes. Many people do not want the things 
they say online to be connected with their offline identities. 
They may be concerned about political or economic 
retribution, harassment or even threats to their lives...” 
(Chertoff, Simon, 2015) Similar to a knife that can be used 
by Jack the Ripper and the butcher next to my house. 

“Google and Yahoo! have recently attracted much negative 
publicity - the former for agreeing to censor results in its 
Chinese search engine, the latter for supplying details to the 
authorities on two "dissidents" - Li Zhi and Shi Tao - who 
were subsequently jailed.” (Haines, 2006.) 

What can one do against the Big Brother? “Emails from 
the BBC, Reuters, the Guardian, the New York Times, Le 
Monde, the Sun, NBC and the Washington Post were saved 
by GCHQ and shared on the agency’s intranet.” ... The 
journalists’ communications were among 70,000 emails 
harvested in the space of less than 10 minutes on one day in 
November 2008 by one of GCHQ’s numerous taps on the 
fibre-optic cables that make up the backbone of the internet. 
(Ball, 2015) 

Sharing an opinion on Facebook (or in other online media) 
can also be problematic. Should Facebook (or any other 
provider) apply any kind of content filtering? If yes, what are 
the rules for that, if objective rules could be set up at all? 
Should the service provider scan all contents, in real time, 
should it block suspicious messages immediately? Should the 
local phone company apply a speech detection software and 
cut the call down if something, for example, not politically 
correct content is found? If the filtering ruleset is public, as it 
should normally be in democratic societies, roundabouts can 
easily be found... (See 3.2 Content filtering, too.) What rules 

should be applied when the parties (service provider, content 
provider, users) are located in different countries? 

Should the provider (or is it allowed to) apply even traps? 
See traps of authorities in 3.5 Online Life and Privacy below. 

Where is the border between private conversations and 
publication? If someone shares their opinion with their 
friends on Facebook, should that be considered as private? 
And if the friends of your friends also share that message so 
it will reach some thousand people? Who may be responsible 
(and for what)? The original author or those who shared the 
originally private opinion? 

A pastor of a roman-catholic parish in Budapest stated in a 
private email message that FB blocked his messages 
containing his not too positive opinion about liberalism. 

The other day the headquarters of FB was attacked and a 
“Facebook Dislike” message was painted on its walls. The 
motivation of the attacker group is not yet known. Facebook 
in Germany is said to be cracking down harder on sexual 
content than on hate-mongering while “Facebook has said it 
would encourage «counter speech» and step up monitoring of 
xenophobic commentary.” (The Local, 2015) 

3.4. Whistleblowing 

There are numerous (or countless) examples of how 
different government agencies do their best to be able to 
eavesdrop on all electronic communications of not only 
important leaders of enterprises and states but on all people 
of the world. See the case of the Hacking Team, a “firm made 
famous for helping governments spy on their citizens left 
exposed” (Ragan, 2015) Fin Fisher, Fin Spy software tools of 
Gamma International also should be mentioned here. Last 
year Gamma was hacked and a lot of its documentation was 
published and that drew attention to the spying activities of 
so-called democratic governments against even their own 
citizens. 

Is it ethical to ruin the privacy of all of the citizens by any 
government? Is it ethical to publish any information 
regarding these activities, such as Edward Snowden did it? Is 
it ethical or not to publish documentation that describe the 
tortures in Guantanamo carried out by the democratic United 
States on people who have been kept in prison since 2002 
without a sentence? WikiLeaks published the information. Is 
that publication ethical or not? 

“I don't want to live in a world where everything I say, 
everything I do, everyone I talk to, every expression of 
creativity and love or friendship is recorded.” – “The 
documents he revealed provided a vital public window into 
the NSA and its international intelligence partners’ secret 
mass surveillance programs and capabilities. These 
revelations generated unprecedented attention around the 
world on privacy intrusions and digital security, leading to a 
global debate on the issue.” (Free Snowden, 2015.). 

Whistleblower Edward Snowden used Lavabit's email 
service to communicate. Lavabit promised a secure service to 
its users. When the scandal broke out the police, naturally, 
wanted to get access to Snowden's mailbox. They provided a 
search warrant to grab all of the company's SSL keys what 
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meant that they would have become able to decrypt the mail 
traffic of all the nearly half a billion Lavabit users. Instead of 
the one Edward Snowden. 

“Lavabit's CEO, Ladar Levison, compelled to hand over 
the five SSL private keys, did so in printed form, using a 4-
point font spread across 11 pages. Law enforcement were not 
chuffed. After handing the keys over, Levison promptly shut 
his 10-year-old business down in August in order to protect 
customers' data.” (Munson, 2014). 

3.5. Online Life and Privacy 

The problem of the different accounts of dead people 
becomes stronger day by day. Facebook, for example, has 
more than one billion users. Perhaps thousands of registered 
users die every day leaving a lot of accounts behind. On one 
hand it is strictly regulated how the movable property and the 
real assets should be handed over to the heirs. On the other 
hand the virtual heritage of the dead is not regulated at all. 
The heirs usually cannot get access to the inherited accounts. 

Should service providers handle accounts of dead people 
the way as the other, physical properties are handled? Can the 
heirs be given full access to any accounts of the dead? What 
was the will of the late user? Password protected accounts 
can be considered something like our thoughts and 
memories? If someone wants their accounts to be part of the 
heritage perhaps they ought to write down their login 
credentials and make it be part of their physical heritage. 
Good idea but seems to be a bit complicated. 

Google introduced its Inactive Account Manager service to 
solve this kind of problem. After the inactivity of a period of 
time set by the user Google will send an email to the trusted 
contact also was set by the user (when they were alive) 
containing the information about the inactivity and, 
optionally, about the different types of account data the 
trusted contact will be given access to. 

Should accounts in the virtual world be handled as part of 
the “normal” heritage and should the heirs be given access to 
them exactly as to the bank account of the late person, or 
not? Is Google's solution the better way? 

Are traps of authorities ethical? “A man in Australia is 
believed to be the first to have been convicted as the result of 
an undercover sting in which charity workers posed online as 
a 10-year-old Filipina.” (Crawford, 2014) May a boy be 
arrested if he masturbates on young Olsen twins poster? 

What law should be applied if the service provider is an 
enterprise in one country, the data center is in a second 
country while the user is the citizen of a third country? “It's 
been fighting the issue in court since August, when it refused 
to comply with a warrant for a user's email that was stored in 
a Dublin data center.” (Vaas, 2014). 

“US school students in the state of Illinois may be forced 
to hand over their Facebook or Twitter passwords if they're 
suspected of cyberbullying or of otherwise breaking school 
rules.” (Vaas, 2015) Is it ethical? Who decides and how 
whether rule breaking did happen at all and who made the 
rules themselves? May the students be forced to hand over 
their latch keys, too? Without a search warrant even the 

police is not allowed to step into someone's house. Isn't 
Facebook accounts are something like virtual houses? 

What if the student says “no”, or “I've forgotten the 
password”? 

Who is, should be or should not be the real owner of data 
if an enterprise is sold? “In the event that WhatsApp is 
acquired by or merged with a third party entity, we reserve 
the right to transfer or assign the information we have 
collected from our users as part of such merger, acquisition, 
sale, or other change of control. In the (hopefully) unlikely 
event of our bankruptcy, insolvency, reorganization, 
receivership, or assignment for the benefit of creditors, or the 
application of laws or equitable principles affecting creditors' 
rights generally, we may not be able to control how your 
personal information is treated, transferred, or used.” (Whats 
App, 2012). 

“If the ownership or control of all or part of our Services 
or their assets changes, we may transfer your information to 
the new owner.” (Face Book, 2015). 

Facial recognition has been developed to an unimaginable 
level of quality and there are cameras everywhere in the 
streets, millions of photos are stored and not only in 
Facebook. Facebook's “Deep Face is so accurate that there is 
barely a difference between its ability to identify a person 
and that of a real human being. The software's algorithms are 
able to determine whether two different photographs feature 
the same person with an accuracy rate of 97.25%, regardless 
of the angle of the shot or the background lighting 
conditions.” (Munson, 2015/B) And that Deep Face is a 
publicly known software. Will (is) it be good if Facebook's 
photo database could be searched thoroughly with human 
accuracy, not to speak about other photo databases? 

3.6. Technical Field 

Governments try their best to have the (not public) 
possibility to be able to get access to any kind of stored data 
or data traffic that users think to be confidential. Among 
these efforts the perhaps the most dangerous is to try to force 
software developers not to implement strong encryption in 
their products. In other words: they ought to build in 
backdoors for the government agencies. 

“Securing cyberspace is hard enough without shooting 
ourselves in the foot with government-mandated 
vulnerabilities.” (Munson, 2015/A) British prime minister 
David Cameron is a leader of struggle against strong data 
encryption in Europe (Vaas, 2015/B) and so is Barack Obama, 
president of the US. “Furthermore, the Commission will 
launch in 2015 an EU-level Forum with IT companies to bring 
them together with law enforcement authorities and civil 
society. Building upon the preparatory meetings organised in 
2014, the Forum will focus on deploying the best tools to 
counter terrorist propaganda on the internet and in social 
media. In cooperation with IT companies, th e Forum will also 
explore the concerns of law enforcement authorities on new 
encryption technologies.” (European, 2015). 

These backdoors might be forced into encryption 
softwares not only by the force of formal laws but in the 
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background as well. 
NSA could manage to insert a special program code into 

the firmware of about a dozen hard drives by which it could 
(and can?) get access to any contents stored on the disk. 
(GReAT, 2015). 

As it has been revealed by Snowden, the RSA, Inc. applied 
a flawed random number generator in its most frequently and 
widely used cryptographic program library, after NSA had 
arranged a ten million dollar contract with the RSA, in secret, 
obviously. (Menn, 2013) This means that the NSA, knowing 
the vulnerability in the key generation process, can crack all 
the public key encryptions that uses the random number 
generator of RSA, i.e. all major applications. 

As (Ball, 2013) writes, “The agencies (...) have adopted a 
battery of methods (...) include covert measures to ensure 
NSA control over setting of international encryption 
standards, the use of supercomputers to break encryption 
with 'brute force', and – the most closely guarded secret of all 
– collaboration with technology companies and internet 
service providers themselves.” 

What might have been (may be, are) included in these 
“covert measures” we can only guess. The True Crypt free 
software, the quasi industry standard disk encryption 
program, stopped last year after it had been providing 
strong disk encryption for a long time. Its developers shut 
down the project suddenly on 28 May 2014, stating that it 
was insecure. 

Hackers of NSA and GCHQ, according to secret 
documents provided to the press by Snowden, could manage 
to get access to the encryption keys of the largest SIM-card 
manufacturer Gemalto. Setting up fake cell towers and using 
the stolen keys the intelligence agencies could (can) intercept 
a lot of mobile communication. (Scahill, Begley, 2015). 

The main question and problem is not that whether it is 
good that governments have such spying possibilities from 
their position of force. That is a “normal” question of privacy 
that arises day by day. A more serious question is: What if the 
access to the secret governmental backdoors became known 
for other parties? Try to imagine when the got access to the 
SSL encryption used in, among others, netbanking. 

4. Conclusion 

“The rest of us have to grapple with reality – what balance 
of surveillance and darkness are we prepared to tolerate on 
the web?” (Stockley, 2015). 

After all: in a quickly changing world (see: paradigm shift) 
the importance and relevance of ethics is significantly higher 
than in a traditional world where the written and unwritten 
rules are not only well-known but well-established and, what 
is more, accepted by the society. This means that the role of 
education, both formal and informal, is stronger than ever, 
both in schools (and even at enterprises) and in family.  

Formal education is more important in the ICT field 
because in a new world that changes faster than any other 
fields in the past we need more knowledge to decide between 
the must, the possible or acceptable and the unacceptable. 

Unfortunately, even basic knowledge in this field seems to 
be imperfect. The level of of the present-day students' 
knowledge, at least here in Central Europe, is far from being 
ideal, as two surveys of Kiss prove that. (Kiss, 2011, 2012a, 
2012b). 

The subject knowledge in alone is not enough and/or may 
be obsolete. Training and teaching is an important investment 
both in the fields of ICT and general ethics. A better strategy 
is to develop the culture of using ICT, especially its security-
related sub-fields. Individual factors influence individual 
behaviour in relation to organisational safety and security. 
Good culture means less opportunity for risk behaviour as 
described in (Lazányi, 2014). Nowadays the most important 
question is if we can develop a livable world for our children, 
a world in which important rules do exist for all of us. 
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