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Abstract: Long Term Evolution (LTE) is a promising option five 4th generation communications because ofgtseh
data rates, lower latency and larger coverage. Meryén a multi-cell LTE network, the network pemfieance may be
deteriorated by load imbalance. The unbalanced émaging multiple cells leads to a higher delay ahéjher packet drop
rate in the over-loaded cell, or an underutilizatad resources in the under-loaded cell. In ordesdive this problem, we
propose goractical load balancing algorithm to find the optimal handover operations between dkierloaded cell and
possible target cells. The simulation results destrate that the proposed algorithm can reduce mktweerload and
increase the network bandwidth efficiency.
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1. Introduction In a multi-cell LTE network, it is critical to batae the
' load among the neighboring cells. The LTE network

The 3rdGeneration Partnership Project (3GPP) Long€rformance maybe deteriorated by load imbalancengm
Term Evolution (LTE) is a promising option for thh multiple cells. Flggre 1 shows a network consmmolulple
generation communications because of its higher cete, CellS, €ach of which is controlled by the LTE basation,
lower latency and larger coverage. The LTE Rel6ageoows Nnamed Evolved Node B(eNB) in LTE system. Each oaer
that LTE provides up to 300Mbpsdownload rate ardijss ~ '€ceive the signal from more than one eNBs, inclgdine
upload rate [1]. The specification also definesh@gonal S€Tving eNB (SeNB) and one or multiple target eNBs
Frequency Division Multiple Access(OFDMA) as the(TeNBS). The SeNB represents the eNB which is grifie
access technique for the downlink and Single CaMA  USer, while the TeNBs represent the eNBs whichreach
(SC-FDMA) for the uplink [2]. OFDMA shows robustrses € Users but are not serving the users. An imbatan
against multi-path fading, high spectral efficiengnd multi-cell LTE network will suffer from an increadelelay,
bandwidth scalability, and SC-FDMA enables usersaoe & decreased network throughput, and even packgsdro
energy. The additional crucial technique applied T is Therefore,.the LTE multi-cell load balancing prahleeeds
Multiple-Input-Multiple-Output (MIMO) that uses mtiple  t© Pe considered carefully.

transmitters and receivers to achieve a highemtitand an '€ load balancing algorithm in the wireless caiiul
improved coverage [3]. networks aims to find the optimal handover operetio

between the overloaded cell and possible targét. cEhe
users in the overloaded cell are handed over to the
iererence under-loaded cells in order to improve the ovenaliwork
it performance in terms of the latency and throughput.
Tons However, it is quite challenging to appropriatelgtdbute

' Tk the load among multiple cells for improved network
A

SeNB

~ @ & performance.
s ' In this paper, we propose a load balancing schehiehw
) can adapt to the network conditions, and achiebetter

Figure 1. LTE network model where the user can receive multiple signals network performance by appropriately distributihg toad
fromdifferent eNBs.
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among the neighbouring cells. The proposed scheane cblocks (RBs) utilization ratio of celt, which is described in

select a proper SeNB among the multiple TeNBs &mhe
user based on the load difference and the Signal
Interference plus Noise Ratio (SINR). We conductieel

performance evaluation in the network simulator @PN
[4]. The simulation results demonstrated that thappsed

scheme can get a lower end-to-end delay.

This paper is organized as follows. We describe th&

related work in Section 2. In Section 3, we prestiet

network models. In Section 4, we present the proble

formulation and the proposed load-balancing alaritThe

experiment results are provided in Section 5 and t

conclusions are drawn in Section 6.

2. Related Work

LTE load balancing problem has been investigatettién
literature.
framework for quantitative study of self-optimizimgreless

networks for LTE system, in which a self-optimizing

network algorithm was proposed to adjust the qedlesfic
handover thresholds for load balancing [5]. Lobmgeal.
proposed a handover off set based load balanogogitdm
using the parameter “cell specific offset” to fonegers to
handover from the overload eNB to the target eNBT6&e

Section 3.2.

to The data rateS; . (t) at time slot can be calculated using

Shannon-Hartley theorem, which is given by[9]
Sie() = x4 () Z1og,(1+ SINR, (1)), (2)

here B represents the total bandwidth for the eMBjs

the total number of RBs for the eNB, ang, (t) represents

the number of RBs allocated to useby cell k at time slot
t, which can be determined using the LTE scheduling

halgorithm.

Therefore, the data rate depends on the channditicon
between the users and the eNB. In other wordserd the
same amount of the traffic, the user with a betteannel
condition will consume a less number of the reselocks
than the user with a worse channel condition.

Viering et al. presented a mathematical 32 Network Parameters

In order to investigate the different load disttibns of
different eNBs, we define the network parameterf®kmwvs.
We useRB utilization ratio p,(t) to denote the ratio
between the number of the allocated RBs and tha tot
number of the RBs in ceK at time slott. A larger p, (t)
indicates a higher percentage of RB utilizationefi k, and

main goal of the proposed algorithm is to find thdhus a higher level of load in cédl Assuming that all cells

optimalhand over offset that allows the maximum banof
users to change cell without any admission rejactibthe
target eNB [6]. A directional cell breathing basezhctive
congestion control algorithm was proposed in [#eve the
coverage area of a cell can be dynamically extetuedrds
a nearby loaded cell when it is under-loaded, aurgh
towards the cell center when it is over-loaded.

3. Network Models

In this section, we describe the channel modelawéral
network parameters including resource block utiita
ratio and average resource block utilization ratio.

3.1. Channel Model

We assume that each cell knows the instantanegnalsi
strength sending from the users through the costgplals,
such as Channel State Information (CSI). We dithiéetime

into time slots with equal length. We assume that the

received SINR at eNB keeps unchanged during a siote
The average received SINR at the base stationllof é@m
useri at time slott is given by [8]

Y;()/L; (1)
Zj:ti ll’j(f)'Pk/Lj,k(f)‘*'N'

SINR; . (t) = Q)

wherey; (t) represents the transmit power of the Lisgr
time slott, L; , (t)represents the path loss from the iiger

the base statiok taking into account the distance betwee
them, andN represents the power of Additive White
Gaussian Noise (AWGN)p, represents the resource

have the same number of RBs, denotedVbyl'hen, p, (t)
for cell k at time slot can be written as [10]

, ©)

where I represents the set of users in the whole network.

x;,(t) is the number of RBs that cefl allocates to user

at time slott which can be determined by the LTE

scheduling algorithm. We assume that the lengthetime

slot 7 is much larger than the subframe duration (e.ms)lL
The average RB utilization ratio of the whole netkvat

time slott is given by

Yier Xik(t)
N

pr(t) =

P(©) = 1 e (D), @
where K is the set of the cells in the network, aji|
represents the number of the cells in thelset

Handovers will be performed in case of overload.
However, during the handover operation, the toted|
should not exceed the capacity of the eNB. We dhice a
parametei (t) to indicate the load balancing level of the
LTE network. The level of load balancing can beleated
by the fairness index [11], which is given by

_ _[Bkexpr®1?

§@) = K| [Xkek Pr(t)?]’

where the value of load balancing indé§) is in the range
[1/N, 1]. A largeré(t) indicates a more balanced load
istribution among cells, and vice versa. Partidyla
(t) = 1 represents that all cells have equal load attime
slott.

®)
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4. L oad Balancing Algorithm
4.1. Problem Formulation

In this section, we formulate the optimization gesb for
load balancing in the LTE network. On the one hamd,
want to use a minimal resource to send all trafiiche
network, which means that we want to minimize therage
RB utilization ratiop(t). On the other hand, we want to
evenly utilize the RBs among cells, which meang tha
want to maximize the load balancing levélk). However,
p(t) andé(t) depend on each other. Reducim@) may
lead to load unbalancing, while increasifig) may cause a
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highestz value as its serving eNB.

The proposed practical load balancing algorithmis
executed at each SeNB. The SeNB first finds th@ktte
users, denoted by S, that are served by it, amigbas the
users in the set S in an ascending order basdieorINR
values. For each user in the set S, SeNB will &indetter
TeNB if available, and hand over the user to theseh
TeNB. The process of finding the better TeNB i$adlsws.
First, the SeNB finds the set of the target TeNesioted by
W, for the current user. Then, for each TeNB ingggW, the
SeNB calculates the number of required resourcekbld
the user is handed over to the TeNB, and compdres t
current valuezg,yp With the z value of the TeNBz; 5.

higher consumption of RBs. Considering the trade-ofif the difference between,yz and z;.yzis larger than a

between the average RB utilization rati¢t) and the load
balancing level é(t) , we introduce anaggregation
parameterz, which is defined as

z=68pt) - (1—=8)¢(), (6)

thresholdp,;,, the user will be handed over from the current
SeNB to the TeNB. The same procedure repeats alhtil
users in the set S have been processed by the SHiNB.
proposed practical load balancing algorithm is @nésd in
Algorithm 1as follows.

where § is a weight representing the trade-off between tt
RB utilization and the load balancing level.dfis set to 1,

Algorithm 1: the proposed practical load balancing algorithm
executed at a SeNB

the RB utilization will be the objective. On thentiary, if§
is equal to 0, the load balancing level will be tigective.
When § is between 0 and 1, the objective is th
compromised value taking into account both RB z4tiion
and load balance.

Therefore, the optimization problem is mathemalycal
formulated as follows:

Minimize,, 3 6§ p(0) — (1 -6)¢@)  (7a)
Subject to:
Dier Rix(®)x(6) <N, Vk €K, (7b)
ZkEK Ri,k(t) = 1, Vi € I, Vk € K, (7C)
SINR; () = SINR,, Vi€Il,Vk€K. (7d)

The objective function (7a) represents the comimnadf

1: Find the set of users, denoted by S, that anemily served by the
SeNB.

Sort the users in the set S in an ascending daked on their SINR
values.

: for each user in the set Sdo

: Calculatezg,ypz Vvalue;

: Find the set of TeNBs, denoted

: Collect measurements (e.g., CSI) from the useath TeNB in the set

w;
Obtain the number of the available resourceks@t each TeNB in the
setW;

8: for each TeNB in the sé¥do

9: ifSINR > SINR,,then

10: Calculate the number of required resource Ksladter the handover;

11: Calculate the,.yp value;

12: ifzgong — Zrens > Penthen

13:Perform handover from SeNB to TeNB;

14: break;

15: end if

16: end if

17: end for

18: end for

2:

o U AW

7.

the RB utilization and the load balancing level hwthe
weight parametes (0 < § < 1). Constraint (7b) shows that
the number of resource blocks occupied by all useascell
should not exceed the total number of resourcekblotthe
cell. Constraint (7c) specifies that each usereaserved by
only one eNB. Constraint (7d) represents that ar’sise

The proposedpractical load balancing algorithmis a
sub-optimal solution to the optimization problen). (7The
advantage of the proposed algorithm is that it foach the
near-minimum objective at a much faster speed than

SINR; . (t) should not be lower than the SINR thresholaexhaUSt search approach. The difficulty of finding the

SINR,;, inorder to ensure acceptable data communication

4.2. Practical Load-Balancing Algorithm

The optimization problem (7) is an integer prograngnm
If we useexhaust search to find the optimal solution, it is not
suitable for delay-sensitive applications because t
processing time will be unacceptable. In this segtiwve
propose a practical load-balancing algorithm which
provides a sub-optimal but much more efficient soluto
the optimization problem (7). The principle of th@posed
algorithm is that the user always chooses the eMNB tive

§o|ution to the problem (7) lies in the processimder of the
users at each SeNB. User assignments affect edeln. ot
Different processing order of users will lead tdfedent
results. In the proposeaactical load balancing algorithm,
the SeNB sorts the users in the Séh an ascending order
based on their SINR values, and processes thenitbethe
lowest SINR value first. This method tries to tfenshe user
with the worst channel condition to the TeNB wittbetter
channel condition, which can improve the overall
performance. At the same time, the users with b&iER
keep in relatively good channel condition, becatise
proposed algorithm takes the fairness level inttsieration.
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If a handover is performed as long as the ugeralue of
TeNB z;.yg is smaller than that of SeNBz,yg, it may
lead tohand over ping-pong effect[12], which means that a
user switches its SeNB frequently and cannot reastable
state. In order to prevent thandover ping-pong effect, we
introduce an threshold valyg,, in the proposed algorithm.
Only whenzs.yg — Zreng > P, @ handover is triggered.
The threshold,,, should be chosen carefully. A smaljey,
may still cause theing-pong effect, while a largerp,,
would make the proposed algorithm perform worse.

5. Simulations

In this section, we perform simulations to evalutite
network performance of the proposed algorithm imteof
the algorithm efficiency and load balancing effiag.

OPNET Modeler [13] is a network simulation tool. It
provides a comprehensive environment for modelind a

simulation of deployed wired and wireless networks.

OPNET Modeler enables users to create customizettisio
and to simulate various network scenarios. The lesse
module is used to create models for wireless s@enauch
as Wi-Fi and LTE. The Modeler is object-orientedd an
employs a hierarchical approach to model commuioicst
networks. It provides graphical user interfacesvimaas
editors to capture the specifications of deployetivorks,
equipment, and protocols.

5.1. Simulation Setting

Figure 2. Network topology in the simulation.

We simulate a city-scale LTE network of 5km x 5Krhe

Algorithm for Multi-Cell LTRetworks

the system bandwidth is set to 5 MHz. We set thighte
parameter§ to 0.7, which means that we pay more attention
to the utilization of network resources. The toggiehown

in Figure 2 is used in load balancing evaluatiord an
end-to-end delay evaluation.

Table 1 shows the traffic parameters for the OPNET
simulation. Each user sends the traffic every @wisd. In
each time period (1 second), the user sends 50Kefsac
which follow a Poisson distribution, and the pacgiee is
1024 bytes. Table 2 shows the basic LTE paraméters
OPNET simulation. We assume that eNodeB_1 is the
overloaded cell, and each user of eNodeB_ 2 sertisaadl
traffic according to a Poisson process with sendiatg
increased from 1000 kbps to 6000 kbps.

Table 1. Parameter settings of traffic.

Traffic sent Mean value
Packet size (bytes) 1024
Number of packets sent once 500
Initialization time (seconds) 200

Inter-request time (seconds) 1

Table 2. Smulation parametersfor LTE.

Parameter Setting
Uplink base frequency 1920 MHz
Downlink base frequency 2110 MHz
Uplink bandwidth 20 MHz
Downlink bandwidth 20 MHz

5.2. Simulation Results

5.2.1. Comparison between the Proposed Practical Load
Balancing Algorithm and the Exhaust Search
Approach

Figure 3 shows the comparison pfvalue among the
proposedpractical load balancing algorithm, the exhaust
search approach, and thdefault handover approach. The
red, green, blue lines represent the proposedidiggrthe
exhaust search, and the default handover, respbctiv

INLTE default handover approach, the user switdbethe

other eNB with the best channel condition as loaghe

SINR of the user is larger than the SINR threshdlde

exhaust search approach finds the optimal solutiothe

optimization problem (7) at the price of extremdiigh
computational complexity. The proposequactical load

network topology is shown in Figure 2. The scenarigyglancing algorithm is an efficient and lightweight

consists of 2 eNBs (eNodeB 1 and eNodeB 2), 8 yrede
1 —node 8) and a server. The eNBs are evenlydddatthe
city area. Node_1 1 to Node_1_4 are initially caned to

algorithm, which performs close to the globally ioml
result, as demonstrated from the small performagee
between the proposed algorithm and the exhaustlsear

eNodeB_1, and Node_2_1 to Node_2_4 are connected d@proach in Figure 3. We can see that the exhaastls

eNodeB_2. The IP addresses assigned to Node 1 1
Node 2 4 are 192.168.7.2 to 192.168.7.9, respégtaved
the IP address of the server is 192.168.4.2. Theese
connects to the Evolved Packet Core (EPC),thercetsgork

dBproach and the proposed algorithm get much lawer
values than the default handover approach. Thelanmal
values indicate that the proposed algorithm andaesh
search approach consume less resource and prowde m

of the LTE system, by a link. Each user has theesanhglanced load for the LTE network than the defaaftidover

configuration in terms of the applications and theffic
volumes. The SINR threshol§{NR,, is set to 10 dB, and

approach.
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5.2.2. Load Balancing Evaluation

Figure 4 shows the comparison of average RB utitina
ratio between the default handover approach and the
proposed algorithm. The blue line represents tlopgsed
scheme, while the red one represents the defanttdver
scheme. With the increased sending rate, the aedrir)
utilization ratios in both schemes go up. Howewhe
average RB utilization ratio in the proposed aldoni
increases slowly than the default handover schere.
additional traffic injections into the four nodes(h
Node 1 1 to Node 1 4) make the SINR of cell 1 wokse
worse cell would use more RBs to send the same atnadu
data. Through the handover in the proposed alguorithe
channel conditions of the users become better biefore.
The switched users with better SINR consume lessuree,
thus leading to a lower average RB utilization gati
compared to the default handover scheme.

Figure 5 shows the comparison of load balancing rat
between the proposed algorithm and the default dwaerd
scheme. It is observed from Figure 5 that the loadncing
ratio for the default handover scheme decreasesfisantly
when the sending rate is increased. The proposgedithim
achieves a higher load balancing ratio (e.g., eerbatanced
load distribution) than the default handover schefitge

Load Balancing Ratio

095

B -— Default
0o e < —8— Proposed

~a.__
0 -
e

08 e
075
07
065
06
055
05 L . L L ) : L L ;

1000 1500 2000 2500 3000 3500 4000 4500 S000 5500 6000

Sending Rate (kbps)

Figure 5. Comparison of load balancing ratio between the proposed
algorithm and the default handover scheme.

5.2.3. End-to-end Delay Evaluation
Figure 6 illustrates the end-to-end delay betweEs &nd
eNBs. As shown in the figure, all traffic startseafaround
100 seconds. After several seconds, the valuesdsfeend
delays become steady. In eNodeB_1, the values neatai
around 0.025s, while in eNodeB_2, the delay vakey
between 0.024s and 0.028s. That is due to diffelistances
between the UEs and eNodeB, which leads to differen

reason is that the proposed algorithm can apprefyia channel conditions.

transfer a part of users from the over-loaded telthe
under-loaded cell to balance the load.
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In order to evaluate the load distribution amongsce
additional traffic is added to Node_2 1, Node 2N2de

2_3, and Node_2_ 4. The additional traffic is ingecat the

Z value

Figure 3. Comparison of z values among the proposed algorithm, the
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algorithm and the default handover scheme.

3rd minute from the beginning, and we observe tiange

of end-to-end delay before and after the traffigétion.
Figure 7 shows the end-to-end delays of the UEsr aft
inserting the traffic flow. As shown in the Figuréa), the
UEs’ delay at eNodeB_1 does not have too much @ang
compared with the value before the traffic injestiBecause
the two cells are separated, the traffic injectiooell 2 does
not affect the cell-1 network. Figure 7(b) showe delays in
default hand-over scheme, the delay values oball fiodes
connected to eNodeB_2 start to increase from tlirel th
minute, and finally go above 0.04 second. The itraff
injection makes the channel condition of Node 1 1,
Node 1 2, Node 1 3 and Node 1 4 worse. However, the
SINR values do not reach the thresholds. TherefbeslJEs

do not take any hand-over action, so that the ereht
delays are increased.

We implemented the proposed algorithm into the OPNE
experiments. Figure 8 shows the delay values after
implementing the proposed practical load balancing
algorithm. When the additional traffic flow is adbe
toeNodeB_2, the delay values of Node 2 1 to Nodé 2
start soaring,as shown in Figure 8(b). The incrdaksays
are caused by the overload in eNodeB 2 when a large
amount of traffic is inserted into it. When the éimeaches 4
minute 20 seconds, the delay values stop increasidgtart
going down, as shown in Figure 8(b).This phenomenon
occurred due to the fact that the proposed alguorithas
triggered to hand over the UEs with worse channel
conditions to the new SeNB, thus leading to dedalyuction.
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In this case, Node_2_3 switches its SeNB from eBo@eo

eNodeB_1. After the handover, the -to-end delays
become acceptable. Node 1 fo Node 1 4 hee

fluctuaions at this time which are caused by the hand:

With more traffic injected, the end-tnd delays soar aga

At the time of 5 minute 20 seconds, the SeNB of&dd 1

is also switched to eNodeB_1, which leads tcther delay
reduction in Figure 8(b).

0 182072132042
B Amotaton: 192073 -> 182042
0 Arvotabion: 192074 > 182042
0 Anotaton: 192075 > 192042

im0s  m3%s  2mos

(@) End-toend delays forNode_1 - Node_1 4

m%:  3m0s  ImWs  4mOs  4ms  SmOs  GmMs  GmGs  en¥s 7m0

W Anoctsto 182076 192042
B Arndtston 192077 —> 192042
3 Arctoton: 16207 0> 192042
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OmGs Om30:  tm0r

(b) End-toend delays forNode_2 - Node_2_4

e w0z e w0 min  al:  dm3k  S0s S Gnb: GmMs Im0s  7mis

Figure 7. End-to-end delays with the default handover scheme after adding
traffic flows.
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Figure 8. End-to-end delays with the proposed algorithm after adding
traffic flows.

In summary,Node_1 1 to Node 1 4 are connectel
eNodeB_1, and Node 2 1 to Node_2 4 are connect
eNodeB 2. Dueto the addional traffic injection to
eNodeB_2, Node_2 3 was handed over from eNodeB
eNodeB_1 at time of 260 seconds, and Node 2 1
handed over from eNodeB_2 to eNodeB_1 at time 6f
seconds. The handover is triggered by the prop
algorithm.

6. Conclusion

In this paper we investigated the LTE load balanc
problem. We proposedpractical load balancing algorithm
for LTE networks toincrease the load balancing ratio.
conducted experiments in OPNET. The experimentdts
demonstrated that the qposed algorithm can le to a
better load balance than the default handover sel
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